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Refractive index matching (RIM) is widely used to investigate particle-liquid mixture flows. However, determining the volume
fraction ϕ in RIM is generally empirical and lacks theoretical or experimental basis. To reasonably reconstruct the internal ϕ, this
study performs systematic calibration experiments to study the relationship between ϕ and the imaging indicators. The results
show that the model based on area fraction c2D will induce a large error for low ϕ owing to the instability of the particle’s apparent
size. The traditionally adopted proportional function ϕ = ac2D is only valid for ϕ near the calibration point. A predictive model
is proposed based on the size of the Voronoi cell, dpoly, which proves to be more accurate and stable in RIM experiments. The
dpoly-based model is applied to dense granular flows down an inclined plane to study the internal profiles of ϕ and the bottom
normal stress.
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1. Introduction

Particle-liquid mixtures are common in natural environmen-
tal and industrial processes. Typical examples are large-scale
natural disasters such as landslides and debris flows, sedi-
ment transport that alters riverbed morphology and flows in
industrial equipment such as dense cyclones and fluidized
beds [1, 2]. Current research on granular flow is far from
complete, especially on the constitutive relations for granu-
lar stress [3-5].

For a typical two-phase flow, the solid volume fraction ϕ
(or packing density) is an important parameter that describes
the packing or flowing behavior of the granular materials. It
is defined as the proportion of the solid volume to total vol-
ume (solids + liquids), i.e., ϕ = Vsolid/(Vsolid + Vliquid), where
Vsolid and Vliquid denote solid and liquid volumes, respec-
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tively. The constitutive relations generally relate the stresses
with ϕ and other parameters describing the flow state, such
as shear rate and granular temperature [4, 6-8]. Though the
stress is difficult to be directly measured, for several steady
flows such as granular flow down an inclined plane [9], an-
nular shear [10], and sediment transport [11, 12], the tangen-
tial or normal stress balances the corresponding component
of gravity, and its measurement is ultimately reduced to inte-
grating the volume fraction over the depth. Besides, the gran-
ular material is known to dilate or compact when sheared,
mainly depending on the packing state [13], which presents
to be an important physics influencing the granular flow. This
phenomenon is widely described by dilatancy models which
relate the dilation or compaction rate with the deviation of the
current solid volume fraction from the steady state [14-16].
Therefore, accurately measuring the volume fraction is es-
sential to investigate particle-liquid flows, thereby benefiting
developments of more reliable constitutive relations and two-
phase models.

http://ams.cstam.org.cn
https://doi.org/10.1007/s10409-023-23233-x
https://doi.org/10.1007/s10409-023-23233-x
mailto:{wangxiaoliang36@bit.edu.cn, wangxiaoliang52086@126.com}
mailto:{wangxiaoliang36@bit.edu.cn, wangxiaoliang52086@126.com}


Y. Sun, et al. Acta Mech. Sin., Vol. 40, 323233 (2024) 323233-2

The traditional methods of measuring volume fraction can
be generally categorized into two types: direct measurement
and imaging methods. The simplest way to directly measure
ϕ is to measure the volume of the solid phase in the samples
and calculate ϕ following its definition [9, 17]. However, the
sampling operation can be quite troublesome and may influ-
ence the flow. More importantly, the result is actually a bulk
volume fraction and can be seen as an average value of ϕ. For
cases when the flow is highly heterogeneous and the local
volume fraction in some specific area is needed, this simple
but probably the most accurate way loses its effectiveness.
Researchers therefore use real-time, local and non-intrusive
methods such as those using electrical capacitance technique
[18], radiation attenuation techniques based on the γ-ray or
X-ray [19, 20] and acoustics technique [21]. A more widely
adopted approach is the imaging method that uses the im-
age features as indicators to derive the volume fraction. For
granular flow near a wall, Capart et al. [22] constructed the
Voronoi diagram based on the recognized granular center and
related the geometric parameters of the Voronoi cells with
the volume fraction. This technique was further extended to
a stereoscopic application [23]. A transverse laser sheet was
introduced by Spinewine et al. [24] to illuminate near-wall
particles, and the granular-averaged distance from the wall
was acquired, which was converted to the volume fraction
[25]. Sarno et al. [26] proposed a binarization algorithm to
obtain the two-dimensional (2D) area fraction of the solid
phase and found its exponential relationship with the actual
three-dimensional (3D) volume fraction.

The aforementioned imaging methods can only derive the
near-wall volume fraction based on imaging indicators. In
fact, traditional experiments are limited by the natural opac-
ity of the granular materials and can only obtain near-wall
or near-free-surface flow information. In contrast, refractive
index matching (RIM) provides a relatively simple and inex-
pensive tomographic technique to directly acquire the inner
packing or flow information, which represents a true state un-
affected by the wall [27-29]. RIM has been widely used in
many investigations such as on granular material [10, 30, 31]
and interstitial flows in porous media [32, 33]. Ideally, RIM
scanning can be used to reconstruct the 3D position and size
of the particles and derive the volume fraction. However, the
scanning device and reconstruction technique are typically
complex and not easily used especially in the case of a fast
flow. A fixed laser is widely adopted whereby only particles
intersecting the laser sheet are observed. The volume frac-
tion is traditionally believed to be proportional to the 2D area
fraction c2D, i.e., ϕ = ac2D, and the coefficient a is obtained
from c2D of a dense packing state (if it exists) whose volume
fraction is assumed to be ϕ0 = 0.58. However, this method
is questionable because ϕ0 is not usually confirmed and the

proportional relation itself lacks theoretical or experimental
basis.

It is seen that determining solid volume fraction is still sub-
ject to a high degree of uncertainty in experimental investi-
gations of granular flows. In particular, the RIM technique,
which is promising for obtaining more reasonable informa-
tion at greater depth inside a granular flow, has to determine
the volume fraction empirically. This study aims to develop
a reliable imaging method to measure the solid volume frac-
tion in RIM experiments. The factors affecting the imaging
characteristics are discussed in Sect. 2. The calibration ex-
periment and analysis methodology are introduced in Sect.
3. Section 4 focuses on the variations in image character-
istics under different volume fractions, systematically com-
pares the indicators and corresponding models for predict-
ing volume fraction and proposes a new model based on the
Voronoi diagram. The proposed model is applied to a real
case in Sect. 5. The conclusions and further possible im-
provements are given in Sect. 6.

2. RIM imaging characteristics

The basic idea of RIM is matching the refractive indexes
(RIs) of both particles and liquid to obtain a nearly transpar-
ent mixture, which is also called transparent soil [34]. The
inner particles are visualized with the help of plane laser-
induced fluorescence (PLIF) technique. This section ana-
lyzes the particle imaging characteristics and influencing fac-
tors.

2.1 Refractive index mismatch

RIM experiments require close matching between the RIs
of the two phases. Dijksman et al. [27] argued that the RI
mismatch should be less than ±0.003 to achieve acceptable
imaging quality for a depth of 15 particle layers. However,
mismatching is unavoidable owing to the following reasons:

(1) The RI changes with temperature, and the RI of the liq-
uid phase typically changes more than that of the solid phase.
Taking the dimethyl sulfoxide (DMSO) used in this study as
an example, the changing rate reaches 0.0005/K [35], which
may result in significant RI deviation unless the temperature
is strictly controlled.

(2) Even for the same batch of particles, the RI may vary
up to 0.01 owing to the material non-uniformity or impuri-
ties during manufacture [27, 29]. These abnormal particles
are difficult to exclude and may result in stripes when inter-
secting the laser sheet.

(3) The RI itself depends on the wavelength especially
for the liquid phase. Fluorescence is usually introduced to
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enhance contrast between the two phases. The wavelength
of fluorescence is longer than that of the laser owing to the
Stokes shift. If the RIs are matched at the fluorescence exci-
tation wavelength, the mismatch is significant along the laser
path where fluorescence dominates. While matching RIs at
the fluorescence emission wavelength causes significant mis-
match in the mixture, which may cause imaging distortion
[36].

As a result, laser refraction occurs at the solid-liquid in-
terface, which distorts the laser sheet. Furthermore, certain
scratches exist on the particle surfaces that cause diffuse re-
flection of the laser, especially after long use of the granular
materials. The refraction and diffuse reflection result in sig-
nificant laser sheet distortion and intensity attenuation. The
degree of distortion or intensity attenuation is often used as
an indicator of the effectiveness of RIM, while even perfect
matching has shown a certain distortion or attenuation [28].
The laser distortion, which tends to be more severe at greater
depth along the laser path, may introduce to the image the
particle portions lying outside of the expected object plane.
Generally, the maximum number of layers the laser can pen-
etrate into the transparent soil without significant distortion,
ls, is limited, and the maximum number of layers the fluo-
rescence traverses the mixture to the camera, lf , is also lim-
ited. Their sum is typically assumed to be constant at approx-
imately 30 for a good RIM state [27].

2.2 Laser

The laser traditionally used is a Gaussian beam, which is
transformed into a radial laser sheet by a Powell or cylindri-
cal lens. The laser sheet thickness H is related to the original
laser beam diameter. The laser sheet is thicker at increasing
distance from the beam waist. Considering also the afore-
mentioned laser distortion, H is thus inconsistent in the re-
gion of interest (ROI). Additionally, the laser intensity varies
along the path as I ∝ 1/r because of the radial transmis-
sion. The intensity further decreases owing to fluorescence
absorption. To summarize, as an important tool for visualiz-
ing internal particles, the laser sheet suffers from significant
variations in both geometry (thickness) and intensity, which
need to be taken into account when using the geometric prop-
erties or image brightness to determine the volume fraction.

2.2.1 Influence of the laser sheet thickness

Assuming that the solid phase is composed of ideal spherical
particles with radius R, the projection of the illuminated por-
tion of the particle by the laser sheet is a circle with apparent
radius r. Since the thickness H of the laser sheet is non-zero,
the particle is overprojected, which is also called the Holmes

effect [37]. The apparent radius r is the maximum radius of
each section of the illuminated portion as shown in Fig. 1(a)
and (b). When the laser crosses the middle section, one has
r = R. It is further assumed that the position x of the laser
relative to the particle center is random and the particle po-
sitions are uncorrelated. The relationship between r and x
is shown in Fig. 1(c). The cumulative distribution function
(CDF) of r is given by

F(r) =


2 [R − x(r)] /(2R + H), r < R,

2R/(2R + H), r = R−,

1, r = R,

(1)

where x(r) =
√

R2 − r2. The probability of a full-sized pro-
jection is P(r = R) = H/(2R + H). It is seen that the CDF is
related to both the particle size R and laser thickness H, and
there is an abrupt change when r tends to R. The probability
density function (PDF) of r is

f (r) =
dF(r)

dr
=

2r
(2R + H)x(r)

for r < R. (2)

The probability for r1 ≤ r ≤ r2 is

P(r1 ≤ r ≤ r2) = F(r2) − F(r1)

=

2 [x(r1) − x(r2)] /(2R + H),

[2x(r1) + H] /(2R + H),

r2 < R,

r2 = R,

(3)

which is shown in Fig. 1(d). For r < R, the occurrence prob-
ability increases monotonically as r increases. The probabil-
ity of a full-sized projection increases and the probability of
smaller-sized projections decreases when the laser becomes
thicker. This implies that the apparent size tends to enlarge
especially when H is not negligible compared to R.

Based on the PDF of r, the averaged projection area of the
particle is

Ā =
∫ R−

0
f (r)πr2dr +

πHR2

2R + H
=

4 + 3H/R
6 + 3H/R

πR2. (4)

In our experiments, the laser thickness varies as H/R ∈
[0.5, 0.8] without considering the laser distortion (see Sect.
3.1). The result gives Ā|H/R=0.8 ≈ 1.04Ā|H/R=0.5, i.e., the av-
eraged area expands by approximately 4%. Therefore, when
using parameters based on the area or size of the circle pro-
jected by the particle, the variation in laser thickness alone
can lead to non-negligible errors.

Note that the proposed model treats mono-dispersed par-
ticles. For a polydispersed system where the particle size
varies, assuming the particle size distribution (PSD) func-
tion is fp(r), the CDF of the polydispersed system can
be weighted-averaged according to the PSD as F(r) =
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Figure 1 (a) Ideal projection procedure in the RIM experiment. (b) Projection of a particle system. The red lines represent the apparent diameters. Particle
5 is undetected owing to the overlapped projection with particle 3. (c) Relationship between the apparent radius r and the position of the laser relative to the
particle center, x. (d) Occurrence probability of r. The horizontal coordinates of the data points are the median values of an interval with width 0.1R, i.e.,
Pk+1/2 = P[0.1(k − 1) ≤ r/R < 0.1k], k = 1, 2, · · · , 10, and P(r/R = 1) = H/(2R + H).

∫ r
0 fp(r′)F(r′)dr′. Note also that there is not much essen-

tial difference between this projection model and that used
in stereology [37-39]. However, the proposed apparent size
distribution model is simpler in form and explicitly describes
the influence of the laser thickness.

2.2.2 Laser intensity and image brightness

In fluid experiments, the concentration of the fluorescent dye,
C, is typically treated as a passively transported scalar to
study its structure in space and time [40]. As a direct rep-
resentation of the fluorescence intensity, the image bright-
ness is often used to recognize the dye concentration. How-
ever, the dye concentration in the fluid is usually uniform in
an RIM experiment, which is a typical particle-liquid flow.
What actually affects the local fluorescence intensity F is the
local content of the solid phase described by the volume frac-
tion ϕ. In a weak excitation system [40], F ∝ IC(1−ϕ), where
the local laser intensity I varies according to the Bouguer-

Lambert-Beer law:

dI
I
= −εC(1 − ϕ)dr. (5)

Solving this ordinary differential equation gives the laser in-
tensity

I(r) = I(r0) exp
[
−ε

∫ r

r0

C (1 − ϕ) dr′
]
. (6)

Besides, for a radial laser sheet, it is necessary to introduce
another brightness variation factor to the equation that takes
into account the laser divergence given by f (r) = r0/r. It is
thus evident that the laser intensity is related to the investi-
gated position and the lighting history along the laser path.
Therefore, directly using image brightness to represent vol-
ume fraction is usually inadvisable, and a modification based
on the laser intensity attenuation is needed at least [41]. A
more comprehensive approach requires a rigorous calibration
and calculation system based on the PLIF technique, which
is somewhat troublesome.
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Therefore, this study does not use image brightness to de-
termine the solid volume fraction, and mainly uses the geo-
metric information including the particle location and size as
will be seen below.

3. Calibration experiment and analysis method

To find the image indicators that are best related to the vol-
ume fraction, it is necessary to perform calibration experi-
ments by creating particle-liquid mixtures with different ϕ
values. A simple way is to use a RI and density matching
system where the particles are ideally neutrally buoyant and
suspended in the fluid, so that the packing can remain rela-
tively stable for a certain time and be used for picturing and
analysis.

3.1 Experimental setup

The solid phase is chosen to be polymethyl methacrylate
(PMMA) particles. As shown in Fig. 2, the PSD gener-
ally follows a log-normal distribution with mean diameter
D ≈ 3.77 mm, polydispersity δ =

√⟨
∆R2⟩/ ⟨R⟩ ≈ 0.0102

and skewness S =
⟨
∆R3

⟩
/
⟨
∆R2

⟩3/2 ≈ 0.0306. The granu-
lar density is 1180 kg/m3 and the RI is approximately 1.490.
The RI and density matched fluid is a mixture of ammonium
thiocyanate, glycerin and water with weight proportions of
39.23%, 36.17%, and 24.60%, respectively [42]. The fluo-
rescent dye rhodamine 6G is also added to enhance contrast
between the solid and fluid phases.

The mixture is held in a PMMA box with a size of
6×15×10 cm3 as shown in Fig. 3(a). A glass rod with
diameter Drod ≈ 4 mm is used to stir the mixture so that the
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Figure 2 By-number particle size distributions of the PMMA particles used
for the calibration experiments, and borosilicate glass used for the inclined
flow experiments. The dashed and dash-dotted lines are the corresponding
log-normal fittings.

particles reach a suspended state. Though a fluidization cell
can be used for more uniform and stable packing samples
[22], the much simple stirring method is adopted here con-
sidering the fact that the particles are approximately neutrally
buoyant. Furthermore, the rectangular geometry, the verti-
cally stratified flow behavior and the layered-statistical man-
ner are almost the same as those of the widely investigated
inclined flow, which is an application of this study that will
be presented in Sect. 5.

A green laser beam (527 nm) is produced by a pulse laser
generator (Vlite-Hi-10K, Beamtech Optronics Co., Ltd.) that
is reshaped into a transversely uniform laser sheet by a Pow-
ell lens. The laser sheet thickness varies from 1.0 to 1.5 mm
in the ROI. Note that the thickness is from the measurement
of the width of the laser illumination on a paper under safe
laser intensity, which is a rough estimation of the laser sheet
thickness and for reference only. Actually, there is no con-
sensus on how to measure the laser sheet thickness. The defi-
nition based on the standard deviation of the Gaussian profile
may be more representative [43-45], but is not further dis-
cussed here.

Different values of the bulk solid volume fraction Φ are
obtained by mixing different amounts of particles and liq-
uid. In practice, the sample with lower Φ is prepared first,
after which a certain amount of liquid is continuously sucked
out and Φ is recalculated. Therefore, higher Φ generally has
lower heights. A total of 19 samples are prepared with Φ
covering 0.17-0.62. The height varies in the range 9-15D as
shown in Fig. 4(a). The intrusion of the glass rod will in-
duce volume fraction deviation from the designed value of
πD2

rod/4LW ≈0.0014, which is less than 1% for Φ > 0.17
investigated in this study and is thus negligible.

3.2 Image processing

The raw images are first adjusted by the contrast-limited
adaptive histogram equalization (CLAHE) to enhance con-
trast and equalize the brightness resulting from the laser in-
tensity variation. A circle recognition algorithm based on
the circular Hough transform is then adopted [46, 47]. Al-
most no circle is observed with an apparent radius less than
0.5R, so the lower bound for the circle recognition algo-
rithm is set as 0.5R. For the recognized k-th circle with
apparent radius rk centered at (xk, zk), the covering pix-
els are Ik

i j ∈
{
(Xi,Z j)|(Xi − xk)2 + (Z j − zk)2 < r2

k

}
. In case

that the averaged value Īk
i j > 0.5I∗k or the median value

mid
{
Ik
i j

}
> 0.3I∗k , the circle is seen as misrecognized and

then rejected. The former condition is used to reject those
circles with higher brightness mainly due to setting an im-
properly high sensitivity for the algorithm, and the latter for
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Figure 3 (a) Sketch of the experimental setup. (b) Typical circle recognition result with Φ = 0.17. The green and red circles have apparent radii r > 0.8R and
r < 0.8R, respectively. The horizontal dashed lines represent the boundaries of the statistical bins.
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Figure 4 (a) Bulk solid volume fraction Φ and corresponding effective packing height h of the designed cases. (b) Typical results for local volume fraction
after modification. The dashed lines are the corresponding bulk volume fractions.

misrecognition near the stripes. The characteristic brightness
is I∗k = max(1, rk/R), which considers the fact that particles
deviating from the laser sheet typically have higher imaging
brightness owing to the contribution of the fluid fluorescence
aside. In addition, owing to the small interparticle distance
especially in dense packing, occasionally overlapped circles
emerge owing to the image misrecognition. An overlap de-
tection method is therefore introduced to reject these circles.
The basic idea is to reject the circles whose overlapping areas
with other particles are larger than 0.5 times their own areas.
The recognized circles are sorted according to the apparent
size and the smaller ones are judged in priority. The circle
satisfying the criterion is rejected and no longer considered
when larger particles are detecting the overlapping area. The
parameter 0.5 is an empirical value. For the experimentally
recognized circles, such a large overlap area is not usually
achieved unless misrecognition happens.

Figure 3(b) shows a typical result with the finally obtained

circles using the above circle recognition algorithm and the
method for rejecting misrecognized circles. We have occa-
sionally examined the performance of the image processing
method and found good robustness.

3.3 Statistical methods

This study adopts the layered-statistical method, which is
widely used in unidirectional and uniform flows where all
information at the same elevation is assumed to be identical
[9, 10]. The statistical bins are arranged from the bottom of
the ROI with each having a height of 1D as shown in Fig.
3(b). Each recognized circle is assigned to the correspond-
ing bin according to its vertical coordinate z. The geometric
parameters related to circles in the same bin are averaged.
To avoid boundary effects, the data of the first near-wall and
near-free-surface layers are neglected. The horizontal size of
the ROI is approximately 40D, and typically more than 1000
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frames are used for statistics to ensure more than 10000 data
for each bin, which is thought to be large enough for mean-
ingful statistical results [22].

In practice, the PMMA particle density is found to vary
even for the same batch, so a strict suspension is hardly
obtained, and the particles could settle and distribute non-
uniformly in height. This results in deviation of the local
volume fractions ϕ from the bulk volume fraction Φ. Con-
sidering the solid mass conservation, Φ is related to ϕ as

Φ =

∫ h

0
ϕdz/h. (7)

This study eliminates this settling effect by modifying the
bulk volume fraction Φ into local volume fractions ϕm of m-
th bin (m = 1, 2, · · · ,M) based on the particle number nm

assigned to this bin as

ϕm

Φ
=

nm∑M
m=1 nm/M

(8)

with M being the total number of bins. The modified local
volume fractions ϕm are treated as the true ϕ in the following.
Figure 4(b) shows the modified local volume fraction, which
tends to be low at greater height and high at lower height, in-
dicating the settling effects. However, the deviation of ϕ from
Φ is generally within ±0.05. Note that this modification is a
posteriori and somewhat reduces the reliability of the actual
solid volume fraction. The possible change in the number of
observed particles due to laser sheet distortion is also omit-
ted. Appendix gives the calibration results based on the bulk
volume fraction. It will be seen that though the data errors
widen, the conclusions obtained from this study are basically
not affected.

When relating the indicators with the volume fraction, the
accuracy of the models is judged from three aspects. First,
the coefficient of determination, R2, which describes how
well the observed data is replicated by the model. Second,
the root mean squared error (RMSE), which is a systematic
measurement of the differences between the model prediction
and the observed data. Third, the relative deviation of the ob-
served data points from the model prediction compared with
the ±10% and ±20% error bounds, which reflects the maxi-
mum error that might be induced by the indicators.

4. Results and discussion

4.1 Apparent size distribution

As mentioned before, the laser sheet is distorted after pass-
ing the transparent soil. Section 2.2.1 also shows that the
variation in laser sheet thickness will influence the apparent

size of the projecting particles. This section examines the ex-
perimentally observed apparent size distribution at different
elevations.

Figure 5(a) shows the experimental result and the theoreti-
cal prediction. The theoretical prediction given by the dashed
line increases almost monotonically. However, the experi-
mental result is different from the theory in that the apparent
size probability distribution P(r) shows a bimodal distribu-
tion peaking at r ≈ 0.62R and r ≈ 0.97R. This bimodal
distribution exists in all cases though the exact curves might
differ. Note that Fig. 5(a) gives the result for Φ = 0.17,
where there is almost no obvious interparticle contact as ev-
idenced in Fig. 3(b), indicating that the bimodal distribution
is not likely a result of particle interactions. A possible expla-
nation is that refraction occurs at the particle-fluid interfaces
owing to RI mismatch. As a result, the actual illuminated
portion of the particles is larger than expected, which leads
to larger apparent size. The refraction is more effective for
particles leaving the laser sheet, which have larger angles of
incidence, contributing to the probability peak at r ≈ 0.62R.
This hypothesis also helps explain why almost no circles ap-
pear with r < 0.5R.

Further observation of the apparent size distribution at dif-
ferent elevations reveals that the peaks shift leftward with in-
creasing height, implying that more particles are projecting
circles with smaller apparent sizes. The curves also show in-
creasing smoothness and the decreasing peak values. This re-
flects the increasing distortion of the laser sheet with deeper
penetration, which introduces random and unexpected off-
laser-sheet information. The laser sheet distortion cannot
be simply treated as increased beam thickness because the
number of smaller circles actually increases in contrast to the
prediction by the theoretical model given by Eq. (1) that the
probability for full-sized projection increases with increasing
laser thickness.

The aforementioned phenomena are related to the pro-
jection and imaging procedure, and the image processing
method may also play a role. Specific causes are beyond the
scope of this study and may warrant other focused research.
Nevertheless, the experimental results show that the apparent
circle size correlates with height.

The corresponding averaged circle area for each elevation
is shown in Fig. 5(b). Significant fluctuation is observed with
relative differences up to 10%. Note that the fluctuation is not
a result of the layered packing structure with a characteristic
length of one particle diameter D, see for example those re-
ported by Allen and Kudrolli [48] and Ni and Capart [49].
The statistical bin has a height of D, which already covers
the fluctuating length. It is thus predictable that indicators
based on the apparent size or area of the recognized circles,
such as the area fraction, will be severely affected by noise
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Figure 5 (a) Probability distribution of apparent size at different elevations for Φ = 0.17. The theoretical result has considered the physical particle size
distribution for H = 0. (b) Variation in averaged area of the recognized circles in each statistical bin.

and show high uncertainty. This factor is basic and important
but has never been paid attention to in the past studies.

4.2 Area fraction

The area fraction c2D is the most widely used indicator of the
solid volume fraction especially in RIM systems [26, 48]. It
is defined as the area proportion of the solid phase in a rep-
resentative area element. Proper image processing methods
such as binarization or characteristic profile recognition as
adopted in this study are needed to obtain a credible solid
phase area. In this study, the area of each recognized circle is
assigned to a bin and its neighboring bins according to their
geometric relationship if they intersect. The area fraction is
clearly defined in a 2D form, and proper conversion to the 3D
volume fraction is needed.

Figure 6 gives the relationship between the area fraction

and volume fraction c2D-ϕ, where each point comes from the
statistical result of one bin. Because the image properties
may be related to position, the points are colored according to
their height from the ROI bottom, z/d, similarly to Fig. 5(a).
It is observed that the brighter points tend to move downward
compared to their neighbors, indicating that the area fraction
tends to decrease at higher elevation even after the volume
fraction is modified. This phenomenon is related to the ap-
parent size variation at different elevations presented in Sect.
4.1.

Following previous investigations based on the RIM tech-
nique, ϕ is assumed to be a proportional function of c2D, i.e.,
ϕ = ac2D, where a is the proportionality coefficient deter-
mined from calibration based on the result at ϕ0 ≈ 0.58. Fig-
ure 6(a) shows that the proportional function is difficult to
fit to the data and may induce significant error for ϕ ≤ 0.4,
which is away from the calibration point. In fact, the c2D-ϕ
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Figure 6 Relationship between the area fraction c2D and volume fraction ϕ on (a) linear plot and (b) log-log plot. The color of the points defined by the
color bar represents the height from the ROI bottom. The dashed and dash-dotted lines represent the±10% and±20% error bounds, respectively (same as
following). The inset in (b) gives the calibration results for the borosilicate glass particles, details of which are given in Sect. 5.
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relationship is observed to be a shifted linear function:

ϕ = ac2D + b (9)

with the parameters given in Table 1, which greatly improves
the agreement between the model and the observed results.
Note that the coefficients a and b used in this paper are
usually generic and do not correspond to each other unless
otherwise stated. The linear model can also be written as
ϕ = 1.466 (c2D − 0.0765), implying that a non-negligible in-
tercept needs to be subtracted from the area fraction so that
the traditionally adopted proportional function holds. How-
ever, the error bounds in Fig. 6(a) show that at median vol-
ume fraction ϕ ≈ 0.3-0.4, the observed results deviate more
than 10% from the linear model and even more than 20% at
more dilute state. Note that the laser sheet thickness is non-
negligible compared to the particle size with H/R ∈ [0.5, 0.8]
and the intercept is likely to be related to the overprojection
effect. As can be expected, the larger the laser thickness is,
the larger the apparent size is and the smaller the intercept
(larger absolute value) is. The proportionality may still hold
with an ideal infinitely thin and undistorted laser sheet con-
sidering the Delesse principle [50].

In the log-log plot, Fig. 6(b) shows that the power-law
function:

ϕ = ac2D
b (10)

also performs well, though a deviation up to 20% is also ob-
served. Note that although the power-law and linear models
have similar R2 and RSME values given in Table 1, the for-
mer is more reasonable because in the dilute regime when
c2D → 0, the power-law function ϕ = ac2D

b → 0 while the
linear function ϕ = ac2D + b → b. If more dilute packing is
investigated, the power-law model is likely to be more appro-
priate. The results reported in this paper have already shown
an improvement for ϕ ≈ 0.17, but there is no much difference
between the two models for larger ϕ.

The exponential model ϕ = a expbc2D proposed by Sarno et
al. [26] is also examined here. The observed results deviate

Table 1 Solid volume fraction prediction models and the corresponding
parameters

Indicators Models
Fitting parameters

R2 RMSE
a b

c2D ϕ = ac2D 0.8140 – 0.86 0.049

ϕ = ac2D + b 1.466 −0.1121 0.93 0.034
ϕ = a exp(bc2D) 0.1162 3.428 0.89 0.043

ϕ = acb
2D 1.546 1.296 0.93 0.034

ξi
ϕ

ϕrcp
=

(
ξi − ξmin

a − ξmin

)b

0.8705 0.8311 0.89 0.062

dpoly
ϕ

ϕrcp
=

1(
adpoly/D

)b 0.9416 2.663 0.97 0.035

significantly from this model when ϕ < 0.3. This is probably
due to the fact that Sarno et al. [26] focused on the near-
wall volume fraction and the area fraction was obtained from
binarization to recognize particle surfaces illuminated by a
particularly aligned light source. Their image processing and
data acquisition both differ from those of the present study,
leading to the difference between the prediction models.

In summary, this section has compared four c2D-based pre-
dictive models: the proportional, linear, power, and exponen-
tial functions. The traditionally adopted proportional model
is found to be inapplicable to the present result and to have
significant error in predicting the volume fraction away from
the calibration point. The exponential model is only appli-
cable to higher volume fraction in the range ϕ ≥ 0.3. The
linear and power-law models satisfactorily describe the c2D-
ϕ relationship under the whole range of volume fractions,
Φ = 0.17-0.62, studied in the paper, though deviations of
more than 10% or even 20% between the observed data and
the models are found for ϕ < 0.3. This is mainly due to
the noise from the laser distortion and variation in the ap-
parent size, which may play more essential roles under low
packing density. It should be noted that a flow state with
ϕ < 0.3 also appears fluently in granular flow such as the
near-surface transport layer in sediment transport [51, 52].
Therefore, there is still a need to develop volume fraction
models that are more accurate and less affected by apparent
size variation.

4.3 Indicators based on the Voronoi diagram

If the center of each recognized circle is seen as a generator
pi = (xi, zi) (i = 1, 2, · · · , n), a Voronoi diagram (VD) is a par-
tition of the image plane in which the points in each Voronoi
cell Pi are closer to its generator pi than to any other gen-
erators [53]. Generally speaking, the Voronoi diagram (VD)
is a space partition method widely used in mathematics, but
has become a powerful tool in many other areas including
the granular materials. A typical 2D VD is shown in Fig. 7,
where each VD cell is a polygon. Following its definition,
the VD actually provides a local space related to a particle
and hence more information can be derived from the discrete
system, such as the local porosity and strain [54, 55].

4.3.1 Voronoi roundness

Based on the geometric properties of the 2D VD, Capart et
al. [22] proposed a pattern-based method for determining the
near-wall volume fraction which related the volume fraction
to the roundness of the cells via

ϕ

ϕrcp
=

(
ξi − ξmin

ξrcp − ξmin

)b

. (11)
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poly
d

n

Figure 7 Typical 2D Voronoi diagram shown as blue polygons with
Φ = 0.38. The green dots are the centers of the black recognized circles
and are also the generators of the VD. Below shows an n-sided regular poly-
gon with an inscribed circle of diameter dpoly, which is area equivalent to a
typical n-sided Voronoi cell.

Here, the roundness of cell Pi is defined as ξi =

4πA(Pi)/L(Pi)2, where A(Pi) and L(Pi) are the area and
perimeter of the cell, respectively. ϕrcp and ξrcp in Eq. (11) are
the volume fraction and roundness of random close packing
(RCP), respectively. ξmin is the minimum roundness when
the volume fraction tends to zero. b is a model parameter.
Capart et al. [22] obtained ξmin = 0.72 from Monte-Carlo
simulation and further fitted the parameters as ξrcp = 0.84
and b = 3.5 through a fluidization cell test. Desmond and
Weeks [56] systematically investigated the influence of the
PSD on the RCP density ϕrcp and proposed the empirical for-
mula ϕrcp = 0.634 + 0.0658δ + 0.0857S δ2. The PSD of the
PMMA particles used in this study reaches a packing den-
sity ϕrcp = 0.6347. It is seen that the size polydispersity and
skewness do not have much influence on the packing density,
and the granular system is close to the monodisperse system
where ϕ0

rcp = 0.634.
The roundnesses ξi of the cells whose generators are lo-

cated in the same statistical bin are averaged (see Sect. 3.3).
The relationship between the averaged roundness and the
volume fraction ξ-ϕ is shown in Fig. 8. The result from
Capart et al. [22] is seen differing significantly from the ob-
served results. This sheds light on the differences between
near-wall particle locations and the internals obtained from
the RIM experiments. The near-wall particles are laterally
confined by the side wall, which requires the particles to re-
main on only one side of the wall, and the lateral positions (y)
are approximately equal for a monodisperse system, i.e., one
dimension is fixed. In contrast, the particles observed in the
RIM experiment exist on both sides of the laser sheet, and the
lateral positions are random. As a result, the volume fraction
determination models are not likely to be same for the ones
based on near-wall and inner image indicators.
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Figure 8 Relationship between the roundness of the Voronoi cells and the
volume fraction. The solid lines represent Eq. (11).

Nevertheless, Eq. (11) and ξmin = 0.72 are still adopted
and the other parameters are fitted, leading to ξrcp = 0.87 and
b ≈ 0.83 as given in Table 1 and shown in Fig. 8. Though
the fitted formula agrees qualitatively with the experimental
result, a deviation up to 20% is observed in the whole inves-
tigated volume fraction. The R2 and RSME values in Table 1
show that the predictive model based on roundness is less ac-
curate than the linear or power-law model based on the area
fraction.

4.3.2 Equivalent diameter

Considering the definition of the VD, a 3D VD cell, which
is a polyhedron, can be seen as the local free space for
a generator-associated particle. The local volume fraction
ϕlocal can be defined as the ratio of the particle volume Vp to
the cell volume VPi , i.e., ϕlocal = Vp/VPi [54, 57]. The idea
can be introduced to the 2D case. However, the 2D cells are
not directly from a section of 3D cells, but are regenerated
from the projected centers of the particles that intersect the
laser sheet. Therefore, a quantitative correlation between the
sizes of the 3D and 2D cells is not readily obtained.

To measure the size of a typical n-sided 2D Voronoi cell,
this study introduces the diameter dpoly of the inscribed cir-
cle of an n-sided regular polygon, which is area equivalent to
the cell. In the following, dpoly is referred to as the equiv-
alent diameter. From the geometric relationship, one has
dpoly = 2

√
A(Pi)/(n tanπ/n). dpoly actually represents the

center distance between the neighboring particles sharing the
same cell edge, especially in the dense packing state where
the particles are orderly arranged.

In the RCP state, neighboring particles are in close con-
tact with each other, and the interparticle distance may be
approximately D. Then, for a packing with average interpar-
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ticle distance d3D, the volume fraction is

ϕ

ϕrcp
=

Vp/d3
3D

Vp/D3 =
1

(d3D/D)3 . (12)

The question is how dpoly obtained from the 2D images is re-
lated to d3D. Liu et al. [58] theoretically derived a power-law
relationship between the interparticle distance and the pack-
ing parameters mainly including the particle size and packing
density under different dimensions. Based on this theoretical
work, this study assumes the relationship between dpoly and
d3D to be

d3D

D
= α

(
dpoly

D

)β
. (13)

The parameters α and β should include the effect of the physi-
cal PSD, apparent size distribution, dimensional number, par-
ticle spatial distribution, and c2D-ϕ relationship. Theoreti-
cal expressions are difficult to obtain, if not impossible, so
this paper relies on data fitting to obtain its numerical results.
Substituting Eq. (13) into Eq. (12) yields

ϕ

ϕrcp
=

1(
adpoly/D

)b (14)

with a = α1/β and b = 3β.
The equivalent diameters of the cells whose generators are

located in the same statistical bin are averaged to obtain dpoly

for the bin. The relationship between dpoly and the volume
fraction dpoly-ϕ is given in Fig. 9. Despite several outliers,
the data are well contained in the ±10% error bound. The fit-
ting parameters are given in Table 1. It is seen that the model
based on dpoly gives the best description of the observed re-
sults. From the construction stage, it is seen that the VD is
only related to the position of the recognized circles and not
affected by the apparent size or imaging brightness. As a re-
sult, the dpoly-based model is less affected by the variation in
observation conditions such as RI mismatch or laser inten-
sity. This feature reduces the requirement for consistency be-
tween the calibration experiments and the actual measuring
experiments, which considerably improves the applicability
and flexibility of the proposed model.

However, it should be noted that the fitting parameters are
not readily applied to other experiments. Because the VD
is a partition of the space, the size of each cell is inversely
proportional to the number of recognized circles. Therefore,
different values of the laser thickness H/D and particle poly-
dispersity may result in different parameter values, which is
also the case for the c2D-based models. Furthermore, there
are two parameters in the model, and no apparent correlation
between them is found for now. Hence, the model parame-
ters need to be properly determined by applying at least two
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Figure 9 Relationship between the equivalent diameter and volume frac-
tion. The solid lines represent Eq. (14). The inset gives the calibration results
for the borosilicate glass particles, details of which are given in Sect. 5.

packing states with as much of a volume fraction difference
as possible. Other schemes may be used if a well-controlled
loose packing is difficult to obtain when negatively buoyant
particles are used. One example is performing in-situ cal-
ibration experiments based on the RI and density matching
technique using substitutive particles with sizes close to those
in the experiments, similarly to the way adopted in this pa-
per. Another possible way may be performing proper bulk
statistics and comparing the results with the total solid con-
tent under various packing states.

5. Application to two-phase granular flow down
an inclined plane

To test the applicability and accuracy of the proposed dpoly-
based model, this section applies it to the real case of granular
flow down an inclined plane, which actually motivated this
study. The experiment is based on RIM and uses the same
laser and imaging system as those in the previous calibration
experiments. The borosilicate glass particles are used here
with a density ρs = 2178 kg/m3. The PSD curve of the parti-
cles is given in Fig. 2. The mean diameter is 3.79 mm, which
is almost the same as that of the previously used PMMA par-
ticles. The two particle system differs in PSD properties.
The borosilicate glass particles have higher polydispersity
δ ≈ 0.0279 and skewness S ≈ 0.0836. The resulted RCP
density is ϕrcp ≈ 0.6358 [56]. The RI-matched fluid is a
DMSO aqueous solution with density ρf = 1095 kg/m3 and
dynamic viscosity of 2.37 mPa · s. Details of the RIM system
are also given by Sun et al. [59].

As shown in Fig. 10(a), the experiments are performed in
an inclined channel with a length of 400 cm and width of 20
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cm. The channel base is roughed with glued particles that
are identical to the flowing ones. The particle-liquid mix-
ture is stored in a silo with a capacity of approximately 170
L. The silo bottom is connected to the channel with an aper-
ture of 4 cm in height. The observation position is 240 cm
away from the channel inlet, where the flow is believed to
be fully developed and steady. The laser sheet is set 7 cm
away from the side wall. The camera captures the inner flow
state with a frame rate of 1000 frames per second and res-
olution of approximately 1536×741 pixels (≈ 32 pixels/D).
A movable basal plate of size 6×6 cm2 was set as a loading
plate right behind the observation section. A 0.1-mm-thick
silica membrane is applied to connect the loading plate with
the surrounding base and prevent liquid leakage. The load-
ing plate is connected to a piezoelectric sensor to measure
the normal stress σm applied to the loading plate by the mix-
ture. Assuming that the flow is unidirectional, uniform and
steady, the bottom normal force would be balanced with the
normal-to-channel component of the mixture gravity. Thus,
the predicted normal force is calculated by integrating the
volume fraction as

σc = g cos θ
∫ h

0

[
(1 − ϕ)ρf + ϕρs

]
dz, (15)

where g is the gravitational acceleration, θ is the inclination,
and h is the flow height. With Eq. (7), the above equation
can be also written as

σc = gh cos θ
[
(1 −Φ)ρf +Φρs

]
. (16)

The experiments were performed with inclinations of 5.96◦

and 12.49◦. Only the results for volume fraction and bottom
normal stress are reported here.

The volume fraction is determined from the dpoly-based
model, i.e., Eq. (14). Because this case and the previous
calibration experiment have almost the same relative laser
sheet thickness H/D, the exponent b in Eq. (14) is believed
to be unchanged at b = 2.663, while the coefficient a is ad-
justed according to the imaging results. Different from previ-
ous calibration experiments, the suspension state is difficult
to achieve because the particles are negatively buoyant, i.e.,
ρs > ρf . Thus, an RCP state is first used to adjust the co-
efficient a and obtain a = 0.975. Furthermore, at the latter
flow stage under inclination θ = 5.96◦, the flow ceases and it
is assumed that a uniform loose packing has been obtained.
This is the loosest state when the particles are able to sus-
tain stresses through long-time contact [1]. From the bottom
normal stress measured by the sensor and Eq. (16), the bulk
volume fraction is Φ ≈ 0.58. The inset of Fig. 9 shows the
relationships between dpoly and the bulk volume fraction un-
der the two packing states. It is seen that Eq. (14) and the
adjusted parameters agree well with the experimental results

with a deviation less than 10%. Note also that the calibration
experiment and the inclined flow here adopt different observ-
ing depths, i.e., 1.3 cm and 7 cm, respectively. The results
indicate that the observing depths do not influence the dpoly-
based model significantly, though slightly adjustment of the
parameter a is needed.

A typical flow state under inclination is shown in Fig.
10(b) with its VD and the volume fraction profile predicted
by Eq. (14). The flow on high inclination is categorized as a
solid bed flow where no freezing particles exist near the bed
[9]. Owing to high flow velocity, the bottom particles col-
lide strongly with the basal fixed particles and induce signifi-
cant velocity fluctuation of the particles and the observed low
volume fraction near the bottom. Closer to the surface, the
fluctuation decreases owing to frictional and viscous dissipa-
tion, and the volume fraction increases. In comparison, the
flow under low inclination, θ = 5.96◦, is closer to the loose
bed flow. As shown in Fig. 10(c), the bottom flow has a
nearly uniform volume fraction of 0.6-0.62. Toward the free
surface, the decreasing granular pressure reduces the volume
fraction. Apparently, the flow structure and particle interac-
tion mechanisms are different for different flow conditions.
But the prediction of the dpoly-based model is in accordance
with our physical interpretation. More details related to the
flow mechanism and rheological properties are beyond the
scope of this study and remain to be further investigated.

The power-law c2D-ϕ model is also assessed with the pa-
rameters obtained earlier. The calibration results are given in
the inset of Fig. 6(a) where the RCP state shows a deviation
larger than 10%. As shown in Fig. 10(b), for the flow with
θ = 12.49◦, the results of the c2D-based model differ signif-
icantly from the dpoly-based model, and even an unphysical
volume fraction reaching 0.6877 appears. The c2D-ϕ result
has a profile comparable with that of the dpoly-ϕ model for
θ = 5.96◦, but it shows large fluctuation. Thus, it is believed
that the results of the dpoly-based model are more acceptable.

The models show abnormity in the first layers near the bot-
tom and flow free surface as shown in Fig. 10(c), which is
primarily due to poor particle recognition and the VD con-
struction. Despite these boundary defects, the dpoly-based
model well captures the volume fraction variation in the mid-
dle flow area. The boundary defects are removed by extrap-
olating the inner value.

Figure 10(d) compares the bottom normal stress measured
with the sensor, σm, and that obtained by integrating the vol-
ume fraction, σc in Eq. (15). The predicted values agree well
with the measured values with a relative deviation less than
10%. Note that the model parameters are calibrated from
two packing states with Φ ≈ ϕrcp and Φ ≈ 0.58, while the
prediction gives reasonable results covering ϕ = 0.35-0.62.
In addition, the volume fraction profiles and the flow height
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Figure 10 Granular flow down an inclined plane. (a) Sketch of the ex-
periment (not to scale). (b) Typical experimental image with the centers of
the recognized circles (green dots) and the VD (blue cells) under inclination
θ = 12.49◦. The red line shows the profile of the obtained volume frac-
tion. (c) Profiles of the volume fraction under two inclinations. The dashed
lines are the flow free surface. (d) Comparison of the bottom normal stress
σm measured by the sensor and the stress σc from integrating the volume
fraction.

continuously vary during the flow. Therefore, the dpoly-based
model shows relatively good accuracy and stability.

6. Conclusions

Despite its wide usage in investigating particle-liquid flow,
the RIM technique has long suffered from uncertainties in
reconstructing the solid volume fraction ϕ. This study fo-
cuses on reasonable imaging methods of measuring ϕ in RIM
experiments. The characteristics of the apparent size distri-
bution are theoretically studied, paying particular attention
to the influence of the laser sheet thickness. Calibration ex-
periments are performed with the bulk solid volume fraction
range 0.17-0.62, and the main findings are three-fold. First,
the apparent size distribution varies with elevation owing to
laser distortion resulting from RI mismatching. Second, the
widely adopted proportional relationship between the area
fraction c2D and ϕ results in a large error for ϕ away from
the calibration points in cases where the laser sheet thickness
cannot be neglected. The linear and power-law c2D-ϕ mod-
els are more reasonable but still deviate up to 20% from the
experimental results for ϕ < 0.3. Third, the newly proposed
model based on the equivalent diameter dpoly of the Voronoi

cells is more accurate with a relative deviation generally less
than 10% for the whole range of ϕ. The advantage of the
dpoly-based model lies in its independence of the apparent
size, which may introduce noise from the laser sheet distor-
tion. The dpoly-based model is applied to study the volume
fraction profile and bottom normal force of granular flow
down an inclined plane, showing its stability and accuracy.

It should be noted that the model parameters obtained in
this paper are not universal. The model parameters need to be
calibrated for specific experiments. The variations in param-
eters with different laser sheet thicknesses and possibly ob-
serving depths are reserved for future investigation. Further-
more, this study focuses on granular material that is monodis-
persed or has a low polydispersity δ ≤ 0.0279. The applica-
bility of the present conclusions to systems with higher poly-
dispersity needs to be tested.

Appendix. Results based on the bulk solid vol-
ume fraction

The relationships between the imaging indicators and the vol-
ume fraction presented in the main text are based on the mod-
ified local ϕ described in Sect. 3.3. It should be admitted that
this approach reduces the reliability of the volume fraction to
a certain degree. To compensate for this deficiency, Fig. A1
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Figure A1 Relationship between the bulk volume fraction Φ and (a) area
fraction c2D and (b) Voronoi equivalent diameter dpoly. The solid lines rep-
resent Eqs. (10) and (14). The model parameters are given in Table 1.
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gives the results based on the bulk volume fraction Φ. In this
way, the volume fraction is actually considered to be uni-
form at different elevations, and the indicators vary owing
to system error whose standard deviation is given as an er-
ror bar. Figure A1 shows that the experimental results still
agree well with the model predictions, though the relative
error increases. The main conclusions of this paper remain
unchanged.
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摘要 折射率匹配技术被广泛用于研究颗粒-液体混合流动,但是目前针对其固体体积分数的确定为经验性的且缺乏理论或实验支

撑. 为了合理确定内部体积分数,本文开展了系统的标定实验来研究固体体积分数和图像指标的关系.结果表明基于面积分数的模

型由于颗粒表观尺寸的不稳定性,会产生较大的误差,传统使用的正比例模型仅在靠近标定点附近的体积分数成立. 本文提出了基

于Voronoi多边形等效直径的预测模型,结果表明该模型更为准确且稳定,该模型被进一步应用于颗粒-液体斜槽流动中以研究内部体

积分数剖面和底部应力.
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