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A B S T R A C T   

The strain-dependent photoluminescence (PL) properties of quantum dots (QDs) make them potential stress/ 
strain sensing materials (SSM), especially for high-level stress states with nanometer and nanosecond resolution. 
However, the PL intensity and wavelength of QDs in experiments show nonlinear and non-monotonic depen-
dence on applied strain/stress under some loading conditions, and the underlying mechanism needs microscopic 
investigations. In the work, first-principles calculations are performed on CdTe QDs of different sizes under three 
loading modes: hydrostatic compression (HC), shock compression (SC) and uniaxial compression (UC). Results 
show that the relationship between energy gap and applied strain is significantly dependent on the size of QD and 
the loading mode. Under the HC mode, the energy gap changes of CdTe QDs increase linearly with strain and the 
relationship is size-independent which is suitable for stress sensing. Under the SC mode, the energy gap also 
increases with strain, but the relationship is size-dependent. Under the UC mode, the relationship is negatively 
correlated for most cases and also shows significant size-dependence. LUMO/HOMO energies and electron cloud 
distributions are further investigated to find the key factor that controls the variations of energy gaps with strain 
under different loading modes. The findings help to understand the experimental phenomena of QDs under 
different loading modes, and also provide information for developing QDs-based SSMs.   

1. Introduction 

Quantum dots (QDs) are appealing nanoscale sensing materials due 
to their small sizes and promising photoluminescence (PL) behavior 
[1–5]. They have been reported to be used as electronic, photo-
luminescence, electrochemical and temperature sensors [6–8] in nano-
scale. Recently, because of the strain-dependent PL responses, QDs are 
reported to be potential stress/strain sensing materials (SSM), especially 
for high-level stress state with nanometer and nanosecond resolution 
[9]. Experiments with different loading conditions have been carried out 
to investigate the stress/strain-dependent PL responses of QDs. Since 
QDs are usually prepared in solution state, hydrostatic compression 
(HC) is the commonly used loading condition in experiments [10–13]. 
As pressure increases, the blueshift of the PL spectra of QDs is observed 
[14–16] in HC experiments. Shock compression (SC) experiments on 
QDs embedded in a matrix are reported recently that a maximum value 
of blueshift for the PL spectra exists at a critical pressure, after which it 
becomes redshift due to the complicated coupling effect of stress state 

and temperature [9]. Fischer et al. [17] used AFM to perform uniaxial 
compression (UC) on a single QD, and the response in PL spectra is 
mainly blueshift, but redshift is also observed due to the different QDs 
orientations [18]. Although experimental studies on optical properties 
of QDs under different strain/stress conditions have been extensive, 
some basic questions still await in-depth investigation for the applica-
tions of QD-based SSM. First, the experimental results indicate that 
loading conditions with different strain triaxiality shows significant in-
fluence on the PL responses of QDs, which may lead to a non-monotonic 
transition from blueshift to redshift as strain increases. The non- 
monotonic response is not convenient for the design of QD-based SSM, 
so the underlying mechanism needs to be clarified. Second, as reported 
in experiments and calculations, the diameter [15,19], surface config-
uration [20,21] and strain state of QDs [17,18] will affect PL responses, 
then the degree of influence of these factors on the optic-mechanical 
behavior should be determined when designing QD-based SSM. How-
ever, it is rather difficult to precisely control these factors in experi-
ments, and corresponding calculation is a great way to address the 
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issues. 
The strain-dependent PL response of QD is related to lattice defor-

mation and energy gap changes. Specifically, the lattice of QD deforms 
when external strain is applied. The lattice deformation will lead to the 
change of energy gaps, and then the intensity and wavelength of PL will 
be changed accordingly. First-principles calculation is commonly used 
for understanding the mechanism related to strain-dependent energy 
gaps of QDs in microscopic level. In calculations, different forms of 
strain have been applied on QDs to explore the strain-related energy 
gaps, e.g., UC [22,23], shear strain, biaxial strain and hydrostatic strain 
[19,24]. However, in order to understand the basic mechanism and rules 

for designing QD-based SSMs, a systematic and deep investigation 
regarding to the strain mode and size-dependent energy gaps of QDs 
should be carried out, especially for the QDs that have been reported for 
potential stress sensing applications. For example, CdTe QD has been 
used in hydrostatic and shock compression experiments [9,10,15] due to 
its advantages of simple and mature synthesis process and strong pho-
toluminescence [25–27]. The PL intensity and wavelength of CdTe QDs 
in experiments show significant size and loading mode dependence, but 
it is not clear which is the main controlling factor to the different PL 
responses, and first-principles calculations regarding to the issue for 
CdTe QDs are less involved. 

In the work, first-principles calculations are performed on CdTe QDs 
with different sizes and loading modes. The energies of lowest unoccu-
pied molecular orbital (LUMO) and highest occupied molecular orbital 
(HOMO) and energy gaps are analyzed to elucidate the mechanism that 
controls the variation of PL wavelength with external strain. The 
fundamental reason of strain and size effect on the energy gap is further 
discussed by investigating the electron cloud distributions of the QDs at 
different strain states. The results are expected to help understand the 
experimental phenomena of QDs under different loading modes as well 
as provide microscopic information for developing QD-based SSMs. 

2. Computational methods 

The PL intensity and wavelength of QDs are dependent on size and 
external pressure [9–11], so the energy gap that controls the response of 
PL is usually calculated in first-principles calculations from the energy 
difference between HOMO and LUMO. Then, the relationship between 
energy gaps and strain can be calculated and analyzed for QDs with 
different sizes. Although there may be some deviation between experi-
mental and calculated values of energy gaps, first-principles calculations 
can provide the same qualitative trend as a function of QD size and 
surface structure [28]. In the following, we focus on the energy differ-
ence between HOMO and LUMO which is one of the most important 
parameters that controls the responses of PL. 

Fig. 1. (a) CdTe QD configurations with different diameters. (b) Illustration of 
different loading modes. 

Fig. 2. (a) Variations of ΔEg with pressure from calculations and experiments [10,12]. (b) – (c), variations of ΔEg with strain for QDs of different sizes under loading 
conditions HC, SC and UC. 
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As shown in Fig. 1(a), CdTe QDs with diameters of 2.8, 3.3 and 3.9 
nm of zinc-blende lattice (constant a = 6.48 Å) are calculated respec-
tively. All the initial configurations are prepared by cutting from bulk 
CdTe lattice with all singly bonded atoms removed, and the resulting 
configurations have 321, 520 and 1131 atoms respectively. It is worth 
noting that all QDs are truncated with 26 facets: 6(100) + 8(111) + 12 
(110), which is considered to be similar to the spherical shape of the 
QDs observed in experiments [20,29]. The exposed Cd atoms with two 
dangling bonds on the (100) facets can be passivated by Cl or oleic acid 
in experiments [29–31], and the addition of ligands has no effect on the 
energy gap [32]. For simplicity, Cl is used for passivation in the calcu-
lations. Since the total charge needs to be neutral in order to reduce the 
surface state [33], the number of additional Cl atoms is twice of excess 
Cd atoms. 

Three loading modes with different strain triaxiality: HC, SC and UC, 
are applied to the prepared QDs for further calculations, as illustrated in 
Fig. 1(b). The HC loading mode is implemented by reducing distances 
between atomic positions and the shape center of QD proportionally. 
Both SC and UC are performed by applying compressive strain along the 
z-axis which agreements with the c-axis of lattice, while in the latter 
mode the Poisson’s effect is considered. The Poisson’s ratio is selected as 
0.41 from experiments [34]. For convenience, the strain along the z-axis 
is used as the control variable for comparison, and the maximum strain 
in calculations is set as 6.0%. 

The first-principles calculations are performed using CP2K/QUICK-
STEP program [35] combined with Gaussian and plane wave methods. 
The generalized gradient approximation (GGA) [36] in a Perdew-Burke- 
Ernzerhof (PBE) formulation exchange correlation function is employed 
together with the norm-conserving Goedecker-Teter-Hutter (GTH) 
pseudopotentials. The short-range, molecularly optimized double-ζ 
single polarized basis set {DZVP-MOLOPT-SR-GTH} is used for Cd and 
Te elements, and the double-ζ single polarized basis set {DZVP-MOLOP- 
GTH} is used for Cl [37]. The optimization of geometries is achieved 
when atomic forces are below 2 × 10− 5 Hartree/Bohr. Although the 
GGA can underestimate the energy gap, it can still provide a reliable 
structure with acceptable computational complexity [38], and has been 
widely used in energy and structure calculations for different QDs 
[28,39,40]. Therefore, the GGA function is selected to calculate the 
energy gaps for the CdTe QDs. 

3. Results and discussion 

3.1. Strain-dependent energy gaps 

In order to check the validity of the calculation models and methods, 
variations of the energy gap with external loads from the first-principles 
calculations and experiments under HC are compared. Since the HC load 
is applied as strain in calculations, the equivalent pressure (P) is calcu-
lated from the famous Birch-Murnaghan (B-M) equation of state: 
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where V0 and V are the volume of QD at zero strain (ε0) and a certain 
strain (ε) respectively; B and B′ are bulk modulus and its derivative with 
respect to pressure, respectively. For the QD with a diameter of 3.3 nm, 
the parameters B and B′ are 42 GPa and 6.4 respectively [41]. The dif-
ference between the energy gap at ε0 and ε, is defined as ΔEg which is 
used for the comparison. Variations of ΔEg s as a function of P for QDs 
with similar diameters from calculations and experiments are presented 
in Fig. 2(a). Both results show the same variation trend, i.e., the ΔEg s 
increase with pressure. The calculated ΔEg s are close to the experi-
mental values when the pressure is<2.5 GPa after which the deviation 
increases. There are several reasons that lead to the deviation. First, the 
atomic deformation of the QD configuration imposed by the HC strain in 
calculations is not exactly the same as that induced by pressure in ex-
periments, especially for the atoms near the surface. The difference in 
deformation will be more distinct when the pressure becomes larger 
[18]. However, it is hard to apply the same deformation field to QD 
configuration in calculations as that in experiments. Second, the pa-
rameters B and B′ are functions of strain, here the constant values are 
used to approximately describe the evolution of ΔEg with pressure. The 
approximation has been confirmed to be very close to the experimental 
results when pressure is small [18]. Nevertheless, the consistent trend of 
calculation and experiment indicates that the first-principles calcula-
tions can provide valuable and reliable results for the analysis of strain- 
dependent energy gaps. 

The relationship between ΔEg and ε (ΔEg-ε) of QDs with different 
diameters under HC is presented in Fig. 2(b). The ΔEg and ε are linearly 
and positively correlated for all the three QDs. Up to ε = 6.0%, the ΔEg s 
of the three sizes QDs increase to around 0.56 eV. Moreover, results of 
different sizes show very close ΔEg, indicating that the ΔEg-ε relation-
ship is independent of the size of QDs under the HC condition. Fig. 2(c) 
shows the evolution of ΔEg-ε for QDs with different sizes under SC. There 

Fig. 3. (a) Variation of LUMO/HOMO energies with QD size at zero strain. (b) Wavefunction isosurfaces of LUMO/HOMO for QDs at zero strain. The colors yellow 
and cyan represent electron cloud isosurfaces with values of +0.005 and − 0.005, respectively. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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is an obvious nonlinear positive correlation between ΔEg and ε, which is 
in agreement with the previous work [34]. When ε is up to 6.0%, the ΔEg 

of 2.8, 3.3 and 3.9 nm are 0.11, 0.15 and 0.17 eV, respectively, showing 
an increase with the diameter. Additionally, ΔEg s of the QDs with the 
same size under SC are obviously smaller than that under HC at the same 
strain level. The variation of ΔEg-ε of QDs with different sizes under UC 
is plotted in Fig. 2(d), and they show different trends. For QDs of 3.9 nm, 
ΔEg increases with ε at the beginning, and then decreases when ε >
2.0%. While for QDs of 2.8 and 3.3 nm, ΔEg always decreases with ε 
which is in agreement with the results reported from Si QDs [22] and 
nano-diamonds [23]. For QDs of 2.8, 3.3 and 3.9 nm, the ΔEg s at ε =
6.0% are − 0.07, − 0.04 and − 0.02 eV, respectively, behaving a positive 
size correlation, which is similar with that under SC. But it is clear that 
the ΔEg of the same size QD under UC is the smallest among the three 
strain modes at the same strain level. 

The ΔEg-ε of QDs under the three loading modes from calculations 
shows distinct variation trends which means the strain triaxiality is one 
of the important factors that affects the strain-dependent PL responses. 
The ΔEg is calculated based on the energies of LUMO and HOMO, which 
can be determined by the distribution of electron clouds of the wave-
function isosurfaces. Therefore, the effect of strain on LUMO/HOMO 
energies as well as the distributions of electron cloud are further 
analyzed to investigate the size and strain dependence of ΔEg. 

3.2. Size and strain dependence of LUMO/HOMO energies 

The LUMO/HOMO energies of QDs with different diameters at zero 
strain are shown in Fig. 3(a). Obviously, the gap between LUMO and 
HOMO, i.e., Eg, significantly decreases with the diameter, which satisfies 
the quantum size effect. It can be found that the decrease of Eg with size 
is due to the decrease of LUMO energy and the increase of HOMO en-
ergy, while it is clear that the HOMO energy is the dominant factor 
because it is more sensitive to size than the LUMO energy, which will be 
explained further below. 

The electron cloud states of LUMO/HOMO for each QD at zero strain 
are shown in Fig. 3(b). It can be seen that the LUMO shows anti-bonding 
character, i.e., the charge primarily distributes in the vicinity of atoms. 
In contrast, the electron cloud of HOMO is mainly located in the inter-
mediate regions of atoms and tends to form ionic or covalent bonds, 
indicating the bonding character [42]. Comparing the electron cloud of 
QDs with different sizes, it can be found that although the anti-bonding 
property of the LUMO is distributed throughout the whole QD, it still 
becomes weaken as the diameter increases. Therefore, the LUMO en-
ergies in Fig. 3(a) decreases with QD size. However, for the HOMO, the 
bonding state clearly tends to be localized on the (111) planes as the 
diameter increases, which indicates that the (111) planes with highly 
active cation- and anion-terminated surfaces are polar surfaces [43]. At 

the same time, it is also confirmed that the localized surface effect is 
almost dominant in larger QDs. Because of the surface-localized HOMO 
state, electrons are more likely to absorb photon energy and realize 
transition, which leads to the increased of HOMO energy in Fig. 3(a). 
The surface localization of HOMO state is also the reason why it is more 
sensitive to the diameter of QD than LUMO state. 

The strain-dependent LUMO/HOMO energies under different 
loading modes are plotted in Fig. 4. Additionally, the deformation po-
tentials of LUMO and HOMO energies with strain are further calculated 
by fitting equations for quantitative analysis of the variation of orbital 
energies [44,45]: 
{

ELU = E0
LU + αLUε

EHO = E0
HO + αHOε

(2) 

where ELU and EHO are LUMO and HOMO energies at ε, respectively; 
E0

LU and E0
HO are LUMO and HOMO energies at initial strain ε0, respec-

tively; αLU and αHO are deformation potentials of LUMO and HOMO, 
respectively. All the fitted αLU and αHO are listed in Table 1. For the QD of 
3.9 nm under UC, because of the non-monotonic relationship between 
orbital energies and strain, two deformation potentials are obtained by 
fitting the two linear segments before and after the turning point ε =
2.0%. 

For the case of HC as shown in Fig. 4(a), it is obvious that the LUMO 
is more sensitive to strain than the HOMO, which is also indicated by the 
αLU and αHO listed in Table 1. Therefore, the correlation of ΔEg with ε 
under HC in Fig. 2(b) is mainly due to the change of LUMO, which is 
similar to the conclusions of other works [22,24]. Moreover, the relative 
differences between αLU and αHO for QDs of 2.8, 3.3 and 3.9 nm are 74%, 
75% and 78%, respectively, and the small difference results in the 
coincidence of ΔEg in Fig. 2(b). For the case of SC as shown in Fig. 4(b), 
the LUMO is also more sensitive to strain than the HOMO which leads to 
the positive correlation between ΔEg and ε in Fig. 2(c). Moreover, the 

Fig. 4. Variation of LUMO/HOMO energies with ε for QDs with different sizes under the (a) HC, (b) SC and (c) UC loading modes.  

Table 1 
Deformation potentials of LUMO/HOMO energies with strain for different sizes 
of QDs under the three strain modes.   

D (nm) αLU(eV) αHO(eV) 

HC  2.8 0.129 0.034  
3.3 0.123 0.031  
3.9 0.126 0.028 

SC  2.8 0.042 0.021  
3.3 0.037 0.012  
3.9 0.046 0.014 

UC  2.8 0.003 0.016  
3.3 0.004 0.010  
3.9 0.011 (0 < ε < 2.0%)0.005  

(2.0% < ε < 6.0%) 
0.003 (0 < ε < 2.0%)0.011  
(2.0% < ε < 6.0%)  
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relative differences between αLU and αHO for the three QDs are 50%, 68% 
and 70%, respectively, which shows obvious size-dependence. For the 
case of UC in Fig. 4(c), the variation trends of LUMO and HOMO with 
strain are comparable which can be seen from the values of αLU and αHO 
in Table 1. The αLU is smaller than αHO for all the QDs at larger strain 
which leads to the negative growth of ΔEg with ε at a larger strain level 
in Fig. 2(d). However, for the QD of 3.9 nm, the αLU is larger than αHO 
when ε < 2.0% which results in the increase in ΔEg when ε < 2.0% in 
Fig. 2(d). Moreover, the relative differences between αLU and αHO for 
QDs with the size of 2.8, 3.3 and 3.9 nm are − 433%, − 150% and − 120% 
(2.0% < ε < 6.0%), respectively, and resulting in the size dependence of 
the ΔEg-ε relation in Fig. 2(d). 

By comparing the deformation potentials of LUMO/HOMO energies 
in Table 1, as the loading mode changes from HC to UC, the strain for 
lateral confinement becomes weaker, and the αLU and αHO gradually 
decreases. Meanwhile, the relative differences between the αLU and αHO 
also decreases as the loading mode changes, so ΔEg decreases accord-
ingly for the same size QD at the same strain level in Fig. 2(b)-(d). 

To further understand the strain and size dependence of LUMO and 
HOMO, the wavefunction isosurface plots for all the QDs at different 
strain states are shown in Fig. 5. The results can be analyzed from two 
aspects. First, for each QD with the same size, it can be found that the 
density of electron cloud of both LUMO and HOMO states at ε = 6.0% 
exhibits different degrees of enhancement in comparison with that at ε 
= 0 for all the three strain modes. The enhancement under the HC is the 
strongest, while it is the weakest under the UC. For the HC and SC strain 
modes, the interaction of nuclei-nuclei and nuclei-charge will be 
significantly enhanced with the reduction of atomic distance, which will 
lead to the enhancement of the anti-bonding state in LUMO and bonding 
state in HOMO, respectively, thus resulting in the increase in LUMO and 
HOMO energy in Fig. 4(a-b). For QDs under compressive strain, the 

nuclei-nuclei interaction is stronger than nuclei-charge interaction. 
Therefore, the αLU is always larger than the αHO for QDs with the same 
size as shown in Fig. 4(a-b). However, in comparison with HC, the 
application of SC strain only shortens the atomic distance along the z- 
axis which leads to the weaker nuclei-nuclei interaction, and it is the 
main reason why the αLU of QD under SC is smaller than that under HC 
with the same size as discussed above. As for the UC strain mode, 
although the atomic distance along the z-axis decreases, the atomic 
distance in the xy plane increases due to the Poisson effect. As a result, 
the nucleus-electron attraction gradually plays the dominant role with 
the increase of strain, that is, the strain-induced bonding state of HOMO 
is gradually stronger than the anti-bonding state of LUMO, which causes 
the fact that the αLU is smaller than the αHO at a larger strain level in 
Fig. 4(c). 

Second, for any strain mode, the LUMO and HOMO states of different 
sizes QDs respond differently to strain as shown in Fig. 5. For the HC 
mode, the density of electron cloud of LUMO state is significantly 
enhanced with stain due to its anti-bonding properties. The enhance-
ment for both LUMO and HOMO decreases with increasing diameter 
which results in the size-independent relative difference between αLU 
and αHO in Fig. 4(a). For the SC and UC modes as shown in Fig. 5, the 
electron cloud of HOMO state appears to be shared by homogeneous 
atoms along the xy plane, indicating a tendency to form covalent bonds, 
which are not conducive to the transition of electrons. The electron 
cloud density that tends to form covalent bonds increases with diameter 
due to the surface localization of the HOMO state, which leads to a 
decrease in the enhancement of HOMO bonding state with diameter. As 
a result, the difference in the degree of enhancement between the strain- 
induced LUMO and HOMO increases with diameter. Therefore, the 
relative difference between αLU and αHO in Fig. 4(b-c) increases with 
diameter and leads to the size-related ΔEg as shown in Fig. 2(c-d). 

Fig. 5. Wavefunction isosurfaces of QDs with different sizes at ε = 0 and ε = 6.0% under the loading modes HC, SC and UC.  
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Additionally, the respond of HOMO states of different sizes QDs under 
the SC and UC stresses the fact that the surface deformation plays a more 
important role than the internal deformation [19]. 

4. Summary 

In summary, first-principles calculations are performed to investi-
gate the size and strain-dependent PL of CdTe QDs in three levels: 
variation of energy gaps, LUMO/HOMO energies and electron cloud 
distributions. In the first level, energy gaps of CdTe QDs under different 
loading modes are calculated in order to understand the wavelength 
change of PL. The results show that the variation of energy gaps with 
strain are strongly dependent on loading modes. Specifically, under the 
HC mode, the ΔEg-ε curves of different sizes of QDs increase linearly and 
show size-independent. Under the SC mode, the ΔEg also increases with 
ε, but the larger a QD is, the greater the slope of increase will be. Under 
the UC mode, the ΔEg decreases with ε for most cases, and shows sig-
nificant size dependence. Therefore, CdTe QDs are good SSM under the 
HC mode, while more calibration should be done if CdTe QDs were used 
as SSM under the SC and UC modes. In the second level, LUMO/HOMO 
energies are calculated to analyze the variation trend of energy gaps. 
The results show that HOMO energies of CdTe QDs have similar growth 
trend with strain under the three loading modes, while the LUMO en-
ergies are more sensitive to loading mode. The growth slope of LUMO 
energy is the largest under HC and smallest under UC, and it is the direct 
reason that leads to the different variation trends of energy gaps under 
different loading modes. In the third level, wavefunction isosurfaces 
from the first-principles calculations are used to analyze the electron 
clouds distributions of QDs at different strain states. Strain-induced anti- 
bonding state in LUMO and bonding state in HOMO as well as the sur-
face localization of HOMO states are the basic factors that control the 
variation of LUMO and HOMO energies of QDs with different sizes and 
under different loading modes. The results can help to understand the 
experimental phenomena of QDs under different loading modes in 
greater depth, and also provide microscopic information for developing 
QDs-based SSMs. 
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