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ABSTRACT

In this paper, we propose a spectral element-based phase field method by solving the Navier–Stokes/Cahn–Hilliard equations for incom-
pressible two-phase flows. The high-order differential nonlinear term of the Cahn–Hilliard equation poses a great challenge for obtaining
numerical solutions, so the Newton–Raphson method is adopted to tackle this conundrum. Furthermore, we employ the time-stepping
scheme to decouple the Navier–Stokes equations to favor the computations with large density and viscosity contrast, in terms of both stability
and convergence efficiency. In addition, the continuum surface tension model is used to account for the tangential component of the interfa-
cial force, and thus our numerical method has the ability to simulate thermocapillary flows. We present four examples to demonstrate the
interface capture accuracy of the proposed method. The shape of the rotating Zalesak’s disk is accurately preserved by the present method
even for two periods, which implies less dissipation and higher accuracy at long time numerical simulation. It is also noted that the present
method with fourth-order element can achieve similar accuracy with the consistent scheme by evaluating the convective fluxes with the fifth-
order weighted essentially non-oscillatory scheme. Moreover, the proposed method appears to comply well with mass conservation. And the
results of thermocapillary flow test show good agreement with theoretical prediction. Finally, the rising bubble and Rayleigh–Taylor instabil-
ity are considered to verify the proposed method for complex changes in interfacial topology, as well as its performance under large density
and viscosity contrasts and high Reynolds number conditions.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0077372

I. INTRODUCTION

Multiphase flows are omnipresent in nature and industrial prac-
tice. In contrast to single-phase flows, multiphase flows are much
more complex in the realm of computational fluid dynamics (CFD),
owing to changes in the interface topology. Despite active research on
this topic over the past years, viable methods to allow for accurate cap-
ture of dynamical interface under large fluid property contrast and
high Reynolds number (Re) are still lacking.1 Currently, multiphase
flow methods can roughly be divided into two categories: interface
tracking and interface capturing methods. The former tracks the inter-
face explicitly through Lagrangian marker points, such as the front-
tracking method,2 the boundary integral method,3 and the immersed
boundary method.4 The commonly used interface capturing method,
including the volume of fluid (VOF) method,5,6 level set method,7 and

phase field method,8,9 represents the interface implicitly in an Eulerian
fashion through the evolution of an indicator function, which eases
the solution of highly deformable interfacial dynamics. Particularly, the
phase field method has gathered growing interest due to its favorable
properties: (i) Its firm physical basis makes the governing equations
derived therefrom consistent with the thermodynamic principles, and
multi-physics process and various fluid properties can be incorporated
readily via the energy-based variational formalism. (ii) Conservation
laws (i.e., the mass and energy conservation) can also be preserved
in theory.10 (iii) The phase field method can effectively describe the
complex interface changes without extra unphysical interface recon-
struction process.

There has been a growing interest in developing multiphase flow
methods based on the phase field model since the first attempt by
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van der Waals.11 Pioneering work also includes the fourth-order
parabolic equation developed by Cahn and Hilliard,12–14 i.e., the
Cahn–Hilliard equation, to describe the spinodal decomposition of a
two-phase flow, which can be regarded as a gradient flow problem.
Nowadays, the Cahn–Hilliard equation has been widely used for
diverse multiphase flow problems such as evaporation,15 droplet coa-
lescence and collision under electric field,16 thermocapillary flows,17

and so on.18 Despite its success in various applications and the ongo-
ing development, efficient and accurate phase field-based multiphase
flow methods are still lacking.1 The reason is that the high-order
nonlinear diffusion term poses a great challenge for developing a
numerical solution of the Cahn–Hilliard equation,1 which makes the
long-time computations difficult to converge to physically correct
results. The situation becomes worse for simulations with large dimen-
sionless mobility parameters19,20 and large density and viscosity
ratio.21,22 At large Pe (Pe ¼ Uoe=Mo) numbers, the results of several
models23–25 show quantities of sawteeth along the interface and present
many unphysical disturbances in the computational domain. Another
difficulty is the numerical stability for long-time simulations of incom-
pressible two-phase flows at high Re.1 Researchers have put much
effort in addressing the above challenges by using different strategies of
usual second-order accuracy, such as the finite volume method,17,26

finite element method,27 and lattice Boltzmann method.28,29

Essential progress has also been made by applying the high-order
schemes to reduce dissipation and improve accuracy. Moreover, as
claimed by Shen et al., in contrast to common second-order numerical
methods (such as the finite difference method), the spectral method
with exponential convergence can effectively save computation costs
at the same accuracy level.30,31 Shi and Li32 developed a local discon-
tinuous Galerkin method with implicit–explicit multistep time-
mapping to solve the Cahn–Hilliard equation. Park et al.33 proposed a
least squares spectral element method with a time-stepping procedure,
a high-order continuity approximation, and an element-by-element
solver technique to the isothermal Navier–Stokes/Cahn–Hilliard sys-
tem. Manzanero et al.34,35 presented a nodal discontinuous Galerkin
spectral element method for the Cahn–Hilliard equation and devel-
oped an entropy-stable incompressible two-phase flow solver. Ma
et al.29 proposed a high-order spectral difference-based phase field lat-
tice Boltzmann method for incompressible two-phase flows. Shen and
Yang36,37 came up with a pressure stabilization scheme for two-phase
flows under large density contrast, which is widely used in the context
of Galerkin finite elements and Galerkin-spectral methods. An effi-
cient time-stepping scheme was developed by Dong and Shen21 for
large-density ratio problems within the spectral element method
framework, which has been extended to thermal two-phase flows
without considering the thermocapillary effects.38

In this work, we propose a spectral element-based phase field
method for incompressible two-phase flows with large density and vis-
cosity contrast and at high Re. The Newton–Raphson method is
adopted to resolve the Cahn–Hilliard equation, and the application of
time-stepping scheme36 for the Navier–Stokes equations aims to war-
rant stability and convergence efficiency of the simulations with large
fluid property contrast. Furthermore, the continuum surface force
(CSF) model extended for the phase field method39 is used to repre-
sent the interfacial force and include the tangential component of sur-
face tension. We validate the proposed two-phase flow method by a
series of tests, including the Zalesak’s disk rotation, reversed single

vortex flow, bubbles merging, thermocapillary flows in a heated micro-
channel, as well as rising bubble and Rayleigh–Taylor instability. The
interface capture accuracy, as well as the mass conservation property,
is quantitatively verified by the first four examples. Numerical results
for the last two tests prove the robustness and accuracy for complex
changes in the interfacial topology under large fluid property contrast
and high Re.

II. THEORY AND ALGORITHM
A. Governing equations

The phase field method involves a sharp interface with a diffuse
layer of thickness e. For immiscible two-phase flows, the order param-
eter / is used to label the disparate phases: / ¼ 1 and �1 correspond
to fluid 1 and fluid 2, respectively. The evolution of the order parame-
ter is governed by the convective Cahn–Hilliard equation given by39

@/
@t

þ u � r/ ¼ r � ðM0rwÞ; (1)

where u is the velocity.M0 is the mobility, which characterizes the dif-
fusivity in the interfacial region. w is the chemical potential, which is
derived from the variation of free energy.

w ¼ dF
d/

¼ ð/2 � 1Þ/� e2r2/: (2)

The total free energy F reads as follows:

F /ð Þ ¼
ð
X

fdw /ð Þ þ e2

2
jr/j2

� �
dX; (3)

where X represents the fluid domain. The first term of the integrand
stands for the bulk free energy density, and follows a double-well form
fdwð/Þ ¼ ð/2 � 1Þ2=4. The second term accounts for the excess free
energy in the interfacial region. At equilibrium, the profile along the z
axis for a one-dimensional planar interface is expressed as follows:

/ zð Þ ¼ tanh
zffiffiffi
2

p
e

� �
: (4)

Based on the phase field method, we have assumed for simplicity
that, if the fluid interface intersects with the wall, the contact angle
would be 90�. The boundary conditions for the phase field equation
are expressed as follows:21

nw � r/ ¼ 0 nw � rw ¼ 0: (5)

The interfacial force formula proposed by Liu et al.39,40 includes
the tangential component as follows:

fr ¼ 3
ffiffiffi
2

p

4
e jr/j2rr� rr � r/ð Þr/þ r

e2
wr/

� �
; (6)

where the r is the local surface tension parameter. In this context, its
linear dependency on the temperature results in the thermocapillary
effect, i.e.,

r ¼ r0 � rT T � T0ð Þ; (7)

where r0 is the surface tension at the reference temperature T0 and rT
denotes the change rate of the surface tension with T. For isothermal
cases, the expression for surface tension reduces to
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fr ¼ 3
ffiffiffi
2

p

4
r
e
wr/: (8)

Having in mind the relation in Eq. (7), the governing equations for
incompressible two-phase flows read as follows:

q
@u
@t

þ u � ru

� �
¼ �rpþr � l ruþ ðruÞT

� �h i
þ fr þ qg;

(9)

r � u ¼ 0; (10)

@/
@t

þ u � r/ ¼ r � ðMrwÞ;

w ¼ ð/2 � 1Þ/� e2r2/;

8><
>: (11)

qcp
@T
@t

þ u � rT

� �
¼ r � ðjrTÞ; (12)

where g is the acceleration due to gravity. The fluid properties includ-
ing the density q, dynamic viscosity l, specific heat cp, and thermal
conductivity j are determined from the phase field parameter as
follows:

q ¼ q1 þ q2
2

þ q1 � q2
2

/; l ¼ l1 þ l2
2

þ l1 � l2
2

/; (13)

cp ¼ cp1 þ cp2
2

þ cp1 � cp2
2

/; j ¼ j1 þ j2
2

þ j1 � j2
2

/: (14)

B. The algorithm

In this section, a spectral element method for two-phase flows is
proposed by solving Eqs. (9)–(12). We use the time-stepping
scheme21,38 to decouple the Navier–Stokes equation into two Poisson-
type equations and to construct a constant stiffness coefficient for the
Navier–Stokes equation, which overcomes the performance bottleneck
caused by variable coefficient matrices associated with variable density
and variable viscosity. Moreover, the Newton–Raphson method41 is
incorporated for the Cahn–Hilliard equation. Let /n, un, pn, and Tn

denote the phase, velocity, pressure, and temperature field at time step
n, respectively. To obtain the flow variables at time step (n+1), we
solve for the phase parameter, the temperature, the pressure, and
velocity sequentially as follows:

For phase field /nþ1,

c0/
nþ1

Dt
þ u�;nþ1 � r/nþ1 �r � ðMrwnþ1Þ ¼ /̂

Dt
;

e2r2/nþ1 � /nþ1
	 
2 � 1
h i

/nþ1 þ wnþ1 ¼ 0:

8>><
>>:

(15)

For temperature Tnþ1,

c0T
nþ1

Dt
þ u�;nþ1 � rTnþ1 � amr2Tnþ1

¼ jnþ1

qnþ1cnþ1
� am

� �
r2T�;nþ1 þ 1

qnþ1cnþ1
rjnþ1 � rT�;nþ1 þ T̂

Dt
:

(16)

For pressure pnþ1,

c0~u
nþ1� û

D
tþ 1

q0
rpnþ1

¼�ðu�;nþ1 �rÞu�;nþ1þ 1
q0

� 1
qnþ1

� �
rp�;nþ1�lnþ1

qnþ1
r�r�u�;nþ1

þ 1
qnþ1

rlnþ1 � ru�;nþ1þðru�;nþ1ÞT
h i

þ 1
qnþ1

frþg; (17)

r � ~unþ1 ¼ 0; (18)

n � ~unþ1jC ¼ n � wnþ1: (19)

For velocity unþ1,

c0u
nþ1

Dt
� vmr2unþ1 ¼ c0~u

nþ1
Dt

þ vmr�r� u�;nþ1; (20)

where c0~u
nþ1

Dt is calculated from Eq. (17) as follows:

c0~u
nþ1
Dt

¼ û
D
t � 1

q0
rpnþ1 � ðu�;nþ1 � rÞu�;nþ1 þ 1

q0
� 1
qnþ1

� �

�rp�;nþ1 � lnþ1

qnþ1
r�r� u�;nþ1

þ 1
qnþ1

rlnþ1 � ru�;nþ1 þ ðru�;nþ1ÞT
h i

þ 1
qnþ1

fr þ g;

(21)

u�;nþ1 ¼ 2un � un�1; (22)

unþ1jC ¼ wnþ1; (23)

where Dt is the time step. For stability reasons, the constant parame-
ters �m, q0, am fulfill the following requirements:

�m � 1
2

max l1;l2ð Þ
min q1;q2ð Þ ; q0 ¼ min q1; q2ð Þ;

am � 1
2

max j1; j2ð Þ
min q1;q2ð Þmin c1; c2ð Þ :

The present scheme introduces a time-independent constant
coefficient matrix by adding 1

q0
rpnþ1 and its correction term

ð 1q0 �
1

qnþ1Þ rp�;nþ1 in Eq. (17) and by adding vmr2unþ1 and its cor-

rection term vmr�r� u�;nþ1 in Eq. (20).21,42,43 For generality, we
use v to represent u and /. Then, v�;nþ1 represents a Jth-order (J is
the order of temporal accuracy, J¼ 1 or 2) explicit approximation of
vnþ1 as follows:

v�;nþ1 ¼ vn if J ¼ 1;
2vn � vn�1 if J ¼ 2:

�
(24)

The expression ðc0~vnþ1 � v̂Þ=Dt is a discretization of @v
@t at time

step (n+1) with the Jth-order backward differentiation formula, where

c0 ¼
1 if J ¼ 1;
3
2

if J ¼ 2:
v̂ ¼

vn if J ¼ 1;

2vn � 1
2
vn�1 if J ¼ 2:

8<
:

8<
: (25)

Here, we discuss the implementation of this scheme by employ-
ing a spectral element method discretization in space. First of all, we
take consideration of /n with the Newton–Raphson method.41 Take
the L2-inner product of Eq. (15) with q and f for / and w, respectively;
we obtain the weak form of Eq. (15) as follows:
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ð
X

c0/
nþ1

Dt
þu�;nþ1 �r/nþ1

� �
qþ

ð
X

Mrwnþ1 �rq¼
ð
X

/̂
Dt

q;

ð
X

e2r/nþ1 �rfþ
ð
X

/nþ1
	 
2 � 1
h i

/nþ1f�
ð
X

wnþ1f¼ 0:

8>>>>>><
>>>>>>:

(26)

Spatial discretization based on the spectral element method is
introduced in the Appendix. According Eqs. (A7)–(A16) and Eq. (26),
the residual vector can be expressed as follows:

R1 ¼
XNn

j¼0

XNg

k¼0

c0/
nþ1

Dt
Bjkmn þ u�;nþ1/nþ1Nx

jkmn

�

þv�;nþ1/nþ1Ny
jkmn þMwnþ1Ajkmn � /̂

Dt
Bjkmn

�
; (27)

R2¼
XNn

j¼0

XNg

k¼0

e2/nþ1Ajkmnþ /nþ1
	 
2�1
h i

/nþ1Bjkmn�wnþ1Bjkmn

� �
:

(28)

Accordingly, we define the Jacobian matrix as follows:

J ¼
@R1

@/nþ1

@R1

@wnþ1

@R2

@/nþ1

@R2

@wnþ1

0
BBB@

1
CCCA; (29)

where

@R1

@/nþ1 ¼
XNn

j¼0

XNg

k¼0

c0
Dt

Bjkmn þ u�;nþ1Nx
jkmn þ v�;nþ1Ny

jkmn

� �
; (30)

@R1

@wnþ1 ¼
XNn

j¼0

XNg

k¼0

MAjkmnð Þ; (31)

@R2

@/nþ1 ¼
XNn

j¼0

XNg

k¼0

e2Ajkmnþð3/2 � 1ÞBjkmn

� �
; (32)

@R2

@wnþ1 ¼
XNn

j¼0

XNg

k¼0

�Bjkmnð Þ: (33)

After formulating the residuals and the Jacobian matrix, they are
assembled into the global stiffness and right-hand side vectors. The
resulting set of nonlinear equations is

J½ � ddf g ¼ RGf g; (34)

where RG ¼ ðR1;R2ÞT and dd ¼ ðd/1; d/2;…; d/N ; dw1;
dw2;…dwNÞT , N being the total number of nodes in spectral element
mesh. At each time increment step, we propose to solve the nonlinear
equation in Eq. (34) iteratively with the modified Newton–Raphson
scheme to gain computational efficiency. In the present Newton–
Raphson algorithm, the left-hand Jacobian matrix J is formed only
once at the beginning of each time step. In the following iteration
steps, the residual vector, RG, is re-evaluated and Eq. (34) is then
solved again to update dnþ1 ¼ dn þ dd. This iterative solution process
continues until the prescribed accuracy criterion (err¼ 1 � 10�6) is
reached.

After the phase field /nþ1 and chemical potential wnþ1 are
obtained, we can update q, l, cp, and j. For obtaining the pressure
and velocity, we set

Gp ¼ û
D
t � ðu�;nþ1 � rÞu�;nþ1 þ 1

q0
� 1
qnþ1

� �
rp�;nþ1

þ 1
qnþ1

rlnþ1 � ru�;nþ1 þ ðru�;nþ1ÞT
h i

þ 1
qnþ1

fr þ g: (35)

Taking the L2-inner product of Eq. (17) with rh, we can acquire the
Poisson equation for the weak form of pressure pnþ1 as follows:

ð
X

rpnþ1 � rh ¼q0

ð
X

Gþr lnþ1

qnþ1

� �
� x�;nþ1

� �

� rh� q0

ð
C

lnþ1

qnþ1
n� x�;nþ1 � rh

� c0q0
Dt

ð
C

n � wnþ1h; 8q 2 H1 Xð Þ; (36)

where

lnþ1

qnþ1
r�x � rh¼r � l

q
x�rh

� �
�r l

q

� �
�x�;nþ1 � rh: (37)

According to Eqs. (20)–(23), we set

Gu ¼ gþ û
Dt

þ 1
qnþ1

fr þ 1
qnþ1

rlnþ1 � ru�;nþ1 þ ðru�;nþ1ÞT
h i

þ 1
q0

� 1
qnþ1

� �
rp�;nþ1 � ðu�;nþ1 � rÞu�;nþ1

þr lnþ1

qnþ1

� �
� x�;nþ1: (38)

Also, the weak form of velocity is given by

c0
�mDt

ð
X

unþ1hþ
ð
X

rh � runþ1

¼ 1
�m

ð
X

h G� 1
q0

rpnþ1
� �

� 1
�m

ð
X

lnþ1

qnþ1
� �m

� �
x�;nþ1

�rh� 1
�m

ð
C

lnþ1

qnþ1
� �m

� �
n� x�;nþ1h; 8h 2 H1

0 Xð Þ: (39)

Taking advantage of the Legendre–Gauss–Lobatto nodes, a non-
uniform grid based on the Legendre–Gauss–Lobatto nodes was used.
In practice, the temperature Helmholtz equation (16), the pressure
Poisson equation (36), and the velocity Helmholtz equation (39) are
all solved by the Legendre spectral element method as shown in the
Appendix.

III. INTERFACE CAPTURE ACCURACY VALIDATION

In this section, we present four numerical examples for compre-
hensive validation of the proposed two-phase flow method in terms of
interface capture accuracy. The solution accuracy for the Cahn–Hilliard
equation is evaluated by the first two tests, i.e., the Zalesak’s disk
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problem and reversed single vortex flow with prespecified velocity field.
The bubbles merging test is used for the verification of mass conserva-
tion of the present method. The last test is devoted to prove its validity
for thermocapillary flows.

A. Zalesak’s disk rotation

The Zalesak’s disk is a classic test to assess the interface capture
accuracy. Theoretically, the rotating disk will return to its initial posi-
tion after each period s ¼ 2L=U0. A grooved disk with radius R is ini-
tially located in the center of a square with side length L (200 m), as
shown in Fig. 1. The computational domain is resolved by 2500 quad-
rilateral elements (50 elements in the x- and y-directions) with various
elemental orders. In the computation, the width of the groove is
0.08 L, the interface width e ¼ 0.01 L, the time step Dt ¼ 2 s, the
Courant number CFL ¼ uDt=Dx 	 0:1, and the radius of the groove
R¼ 0.4 L. The dimensionless parameter Pe is defined as
Pe ¼ Uoe=Mo.

44 The analytical velocity field for the present test is
given by

u ¼ �U0p
y
L
� 0:5

� �
; v ¼ U0p

x
L
� 0:5

� �
: (40)

To quantitatively compare with the reference results,19,20,29 the
relative error E/ is defined in terms of the phase parameter as

E/ ¼
P

Xj/ X; nsð Þ � / X; 0ð ÞjP
Xj/ X; 0ð Þj ; (41)

where /ðX; nsÞ is the phase variable distribution after n periods and
/ðX; 0Þ is its initial value. Table I tabulates the relative errors E/ vs
different elemental orders for the case Pe ¼ 800 (M0 ¼ 0.0001 and U0

¼ 0.04 m=s). E/ decreases with the increment of element order espe-
cially from 3 to 4 and remains unchanged on further increasing the
element order. Therefore, the element order 4 is adopted by default for
the remaining tests. To test for mesh convergence, we demonstrate the
relative error E/ of the current problem in Table II. Moreover,
Table III compares relative errors E/ from the present scheme against
the reference results after one period. Obviously, the proposed scheme
is much more accurate than the reference results from the lattice
Boltzmann method (LBM) based on both the Cahn–Hilliard equation

and the Allen–Cahn equation under the same mesh resolution. In
addition, the present method exhibits higher accuracy than the hybrid
spectral difference LBM, which uses the same element order 4 but a
higher mesh resolution (6400 quadrilateral elements). Moreover, the
present scheme is relatively insensitive to the mobility coefficient for
both test cases, while the reported works19,20 with second-order accu-
racy are heavily affected. Figure 2 gives the shape of the phase interface
at different times for the Pe¼ 800 case. The numerical results at differ-
ent times fit well with the initial profile of the disk. An important point
to note is that even after two periods, the results from the present
method match well with the initial shape [Fig. 2(e)] and the relative
error E/ is 0.0220, which is also much better than the reported results.
Table IV shows the relative error E/ of the present model under ten
periods at Pe¼ 800. E/ rapidly increases at first and gradually flattens
out. The above results indicate that the proposed method can provide
convergent results for computations with large Pe numbers, while the
model in Ref. 19 becomes unstable at Pe¼ 800 under the same mesh
resolution.

B. Reversed single vortex flow

We consider the single vortex flow to further verify the conver-
gence and interface capture accuracy of the present method.19,22

Driven by the given time-dependent velocity field, the interface
deforms drastically and exhibits strong nonlinear features. The inter-
face will gradually form an arc shape in the first half-period, and reach
the maximum deformation at s/2, and then return to the original
shape in the next half-period. At s, the circular disk will get back to its
initial position with its shape unchanged in theory. Figure 3 is a sche-
matic diagram of the computational domain X ¼ ½0; L� � ½0; L�,
which is a square with a side length L. The mesh resolution of 241
� 241 (60 elements in the x- and y-directions and element order 4 in
each element) is adopted in this calculation. Initially, a circular disk
with radius R is placed at ðx0; y0Þ, and the unsteady velocity field is
given by

FIG. 1. Initial setup for Zalesak’s disk.

TABLE I. Relative errors of the present model under different element orders for the
problem of Zalesak’s disk.

Element order Relative error

N¼ 2 0.0369
N¼ 3 0.0357
N¼ 4 0.0141
N¼ 5 0.0141

TABLE II. Relative errors of the present model under different element numbers for
the problem of Zalesak’s disk.

Element number Relative error

12� 12 0.0376
25� 25 0.0221
50� 50 0.0141
75� 75 0.0141
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FIG. 2. Phase interface (/¼ 0) at different times when Pe ¼ 800 (the red solid line is the initial value, and the black dashed line is the numerical solution): (a) t ¼ s/4,
(b) t ¼ s/2, (c) t¼ 3 s/4, (d) t ¼ s, and (e) t¼ 2 s.

TABLE IV. Relative errors E/ of the present model for the problem of Zalesak’s disk after multiple periods at Pe¼ 800.

Number of periods 1 2 3 4 5 6 7 8 9 10

E/ 0.0141 0.0220 0.0278 0.0324 0.0362 0.0394 0.0422 0.0447 0.0469 0.0489

TABLE III. Relative errors of the present model and three literature studies19,20,29 for the problem of Zalesak’s disk.

M0

U0 ¼ 0.02 U0 ¼ 0.04

Present AC20 CH19 CH29 Present AC20 CH19 CH29

0.01 0.0204 0.0269 0.0421 � � � 0.0138 0.0266 0.0485 � � �
0.001 0.0139 0.0414 0.0554 � � � 0.0141 0.0409 0.0696 � � �
0.0001 0.0141 0.0434 0.0953 0.0209 0.0141 0.0491 � � � 0.0276
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u ¼ �U0 sin2
px
L
sin

py
L
cos

py
L
cos

pt
s
;

v ¼ U0 sin
px
L

sin2
py
L
cos

px
L
cos

pt
s
;

(42)

where t is the time, U0 ¼ 1 m/s, L¼ 1 m, R¼ 0.3L m, x0 ¼ 0:5L m,
y0 ¼ 0:75L m, M0 ¼ 1 � 10�4, the time step Dt ¼ 5 � 10�4 s, and
s¼ 2 s, which follows the case setup in Ref. 22. We define the following
L2 error to compare our results with those by Huang et al:22

Er ¼ r �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xt � x0ð Þ2 þ yt � y0ð Þ2

q
; (43)

where ðxt ; ytÞ is the coordinate point of / ¼ 0 at different times.
Figure 4 tabulates the L2 error from the present method in comparison
with the reference results for different elemental numbers, i.e., 36, 144,
625, and 2500. With increase in the mesh resolution, the L2 error
reduces obviously. For the same mesh resolution, the proposed
method of element order 4 exhibits fewer errors than the consistent
method by resolving the convective flux with the fifth-order weighted

essentially non-oscillatory scheme.22 Figure 5 shows the interface evo-
lution in one periodic time with four sets of different grids, i.e., grid
with 6� 6, 12� 12, 25� 25, and 50� 50 elements for case A, case B,
case C, and case D, respectively. As the mesh resolution increases, the
disk matches better with the initial shape after one period.

C. Bubbles merging

A test of the fusion of two bubbles with more deformable inter-
face is performed to verify the conservation characteristic of the pre-
sent method. As indicated in the previous study,45 coalescence occurs
when the shortest distance between two bubbles is less than 2e, and
the radii of the merged bubble RT and the initial bubble R0 follow the
correlation RT ¼ ffiffiffi

2
p

R0, which is only true for coalescence of identi-
cally sized bubbles. The computational domain X ¼ ½0; L� � ½0; L�, as
shown in Fig. 6, is covered by 2500 quadrilateral elements (50 elements
in both x- and y-direction) here. Two bubbles with radius R0 are ini-
tially located at (�22.5, 0) and (22.5, 0), respectively. The width of the
interface is e ¼ 0.13 R0, and the interface distance d¼ 0.125 R0. The
other flow parameters are set as follows: q1 ¼ 1 kg/m3, q2 ¼ 10 kg/m3,
l1 ¼ 0:1 Pa � s, l2 ¼ 0:1 Pa � s, r ¼ 0.01N/m, M0 ¼ 0.001, Dt ¼ 1 s,
L¼ 120 m, and R0 ¼ 20 m. Figure 7 demonstrates the fusion process of
two bubbles, and the two bubbles slowly merged and finally formed a
larger bubble. As in Fig. 7(i), the merged bubble becomes stable and its
radius RT accords well with the theoretical prediction. For quantitative
analysis, the relative error is defined as follows:

Er ¼ jRT � ffiffiffi
2

p
R0jffiffiffi

2
p

R0
: (44)

The results from the present method correspond to a relative error less
than 0.2%, while the relative error in Refs. 46 and 29 is 8.42% and the
relative error in Refs. 26 and 47 is 3.81%. We note that the deviation
from theoretical prediction, i.e., the relative error in Eq. (44), reflects
the performance of the two-phase flow method in preserving mass
conservation. Therefore, the proposed two-phase flow method outper-
forms the reference method in complying with mass conservation,
which can be attributed to the lower dissipation and higher interface
capture accuracy of the present method.

D. Thermocapillary flows in a heatedmicrochannel
with two superimposed fluids

The thermocapillary flow in a heated microchannel with two
superimposed fluids is finally simulated in this section. As sketched in
Fig. 8, the heights of the upper fluid 1 and the lower fluid 2 are a and
b, respectively. The length of the domain in the x-direction is L. We,
respectively, impose a sinusoidal temperature on the bottom wall, i.e.,

T x;�bð Þ ¼ Th þ T0 cos xxð Þ (45)

and a uniform temperature on the top wall, i.e.,

T x; að Þ ¼ Tc; (46)

where 0 < T0 < Tc < Th and x ¼ 2p
Lc
denotes the wavenumber.

The characteristic length and velocity for the present test are
Lc ¼ b and U ¼ L�1brTT0=l2, respectively. The dimensionless
parameters, i.e., the Reynolds Re, Marangoni Ma, and capillary num-
ber Ca, read as follows:

FIG. 3. Schematic diagram of the single vortex flow.

FIG. 4. L2 error of the single vortex flow.
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Re ¼ q2LcU
l2

; Ma ¼ q2cp2LcU

j2
; Ca ¼ Ul2

r0
: (47)

The convective transport of momentum and energy is quite lim-
ited when the above parameters are negligibly small, and the interface
remains flat. The analytical solutions48 yield the stream function
�Wðx; yÞ and temperature distribution �T ðx; yÞ as follows:

�w x; yð Þ ¼ Umax

x
1

sinh2 að Þ � a2
xysinh2 að Þcosh xyð Þ

n

�0:5 2a2 þ xy sinh 2að Þ � 2að Þ� 
sinh xyð Þ

o
sin xxð Þ; (48)

�T x; yð Þ ¼ Tc � Thð Þy þ ~jTcbþ Tha
aþ ~jb

þ T0f a; b; ~jð Þsinh a� xyð Þcos xxð Þ (49)

for fluid 1 and

FIG. 5. Interface evolution in time
obtained from various mesh resolutions
(the red solid line denotes the initial profile
at t¼ 0, the blue solid lines are results at t
¼ s/2, and the black dashed lines are the
results at t ¼ s): (a) case A, (b) case B,
(c) case C, and (d) case D.

FIG. 6. Schematic diagram of bubbles merging.
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�w x; yð Þ ¼ Umax

x
1

sinh2 bð Þ � b2
xysinh2 bð Þcosh xyð Þ

n

�0:5 2b2 � xy sinh 2bð Þ � 2bð Þ
� 

sinh xyð Þ
o
sin xxð Þ; (50)

�T x; yð Þ ¼ ~j Tc � Thð Þy þ ~jTcbþ Tha
aþ ~jb

þ T0f a; b; ~jð Þ
� sinh að Þcosh xyð Þ � ~jsinh xyð Þcosh að Þ� 

cos xxð Þ (51)

for fluid 2. The parameters involved are given by

~j ¼ j1=j2; (52)

a ¼ ax; (53)

b ¼ bx; (54)

f a; b; ~jð Þ ¼ 1= ~jsinh bð Þcoshaþ sinh að Þcoshb	 

; (55)

FIG. 7. The interface changes of bubble shape at different time steps from (a) step¼ 0, (b) Step = 1000, (c) Step = 2000, (d) Step = 3000, (e) Step = 4000, (f) Step = 5000,
(g) Step = 10 000, (h) Step = 20 000, (i) step¼ 30 000 (red dotted line is the theoretical value; the black solid line is the numerical solution).
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Umax ¼ � T0rT
lB

� �
g a;b; ~jð Þh a;b; ~lð Þ; (56)

g a; b; ~jð Þ ¼ sinh að Þf a; b; ~jð Þ; (57)

h a;b;~lð Þ

¼ sinh2 að Þ�a2
	 


sinh2 bð Þ�b2
	 


~l sinh2 bð Þ�b2
	 


sinh 2að Þ�2að Þþ sinh2 að Þ�a2
	 


sinh 2bð Þ�2bð Þ:

(58)

Numerical simulations are carried out in a ½�80; 80� � ½�40; 40�
domain with the initial heights of fluid layer a¼ b¼ 40. No-slip condi-
tion is imposed on the upper and lower walls, while the left and right
boundaries are periodic. The temperature of the upper and lower walls isFIG. 8. The sketch of a heated microchannel with two superimposed fluids.

FIG. 9. At t� ¼ 5, temperature contours (a), (c), and (e) and velocity vector (b), (d), and (f) for the thermocapillary flows. The analytical and numerical results of the tempera-
ture are represented by black dashed and red solid lines, respectively. Similarly, the analytical and numerical results of the velocity vectors are denoted by black and red
arrows. (a) Temperature contours at ~j ¼ 1. (b) Velocity vector at ~j ¼ 1. (c) Temperature contours at ~j ¼ 0:2. (d) Velocity vector at ~j ¼ 0:2. (e) Temperature contours at
~j ¼ 0:1. (f) Velocity vector at ~j ¼ 0:1.
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specified through Eqs. (45) and (46), where Th ¼ 20K, T0 ¼ 4K, and
Tc ¼ 10K. The fluid properties and other parameters adopted in the
computation are chosen as q1 ¼ q2 ¼ 1 kg=m3, l1 ¼ l2 ¼ 0:2 Pa � s,
cp1 ¼ cp2 ¼ 1 J=ðkg � KÞ, j2 ¼ 0:2W=ðm � KÞ, j1 ¼ ~jj2, r0 ¼ 2:5
�10�2N=m, rT ¼ �5� 10�4N=m, and M0 ¼ 0:05. To investigate
the dependency of the flow and temperature field on the thermal con-
ductivity ratios, we consider three cases of ~j ¼ 1, ~j ¼ 0:2, and
~j ¼ 0:1. In each case, the system reaches a steady state after a dimen-
sionless time t� ¼ tU=Lr ¼ 5. The L2-norm errors are defined by the
following equations for the temperature and velocity, respectively, for
quantitative validation of the present method:

ET ¼
P

xkT xð Þ � �T xð Þk2P
xk�T xð Þk2

; (59)

EU ¼
P

xku xð Þ � �u xð Þk2P
xk�u xð Þk2

: (60)

The analytical velocity �uðxÞ is deduced from the stream function
�Wðx; yÞ as follows:

�u xð Þ ¼ @ �W
@y

; �v xð Þ ¼ � @ �W
@x

: (61)

The left subplots in Fig. 9 show equispaced contours of the tempera-
ture for three cases with different thermal conductivity ratios. We
observe that the results from the proposed method (black dashed

lines) match well with the analytical distributions (red solid lines). The
right subplot in Fig. 9 compares the velocity distribution from the pre-
sent computation with the analytical solutions given by Eq. (61). The
computed velocity vector matches well with the theoretical predictions
and the thermocapillary convection intensifies with the reduction of
thermal conductivity ratio. The relative L2-norm errors for tempera-
ture and velocity are calculated according to Eqs. (59) and (60) and
tabulated in Table V. Again, the proposed method proves to be much
more accurate than the reference solutions for both the temperature
and velocity predictions under thermocapillary effects.49

IV. TEST WITH COMPLEX CHANGE IN
INTERFACIAL TOPOLOGY

In this section, we use two more numerical examples to assess the
proposed method for more complex change in interfacial topology
with large fluid property contrast and high Re.

A. Rising bubble

We examine the present solver by simulating a rising bubble in
water with a large density ratio (1000) and viscosity ratio (100) under
gravity g (0, �0.98) m=s2. The computational domain X ¼
½�0:5; 0:5� �½0; 2� is shown in Fig. 10, which is covered by 3750 quad-
rilateral elements (50 elements in the x-direction and 75 elements in
the y-direction). Following the problem setup as in Ref. 50, a bubble
with a radius of R is initially placed in a rectangular area. The upper
and lower boundaries are subject to no-slip conditions, and slip
boundary conditions are applied on the left and right sides. The den-
sity and viscosity of air bubbles and environmental fluids are denoted
by q1, q2, l1, l2, respectively. Choosing the diameter of the bubble
D¼ 2R¼ 0.5 m as the characteristic length of the problem, the dimen-
sionless parameter Reynolds number Re and Eotvos number Eo are,
respectively, Re ¼ q2g

0:5D1:5=l2,
50 Eo ¼ q2gD

2=r, where the Eotvos
number compares the force of gravity against the surface tension.
Table VI gives the parameters adopted in the present computations.
To quantitatively evaluate the results obtained, we introduce the fol-
lowing benchmark quantities:50

TABLE V. The relative errors for the problem of a heated microchannel.

~j

Present Liu et al.40 Qiao et al.49

ET EU ET EU ET EU

1 6.95 � 10�5 3.52 � 10�2 2.25 � 10�4 5.71 � 10�2 � � � � � �
0.2 2.64 � 10�3 2.83 � 10�2 5.23 � 10�3 8.41 � 10�2 5.069 � 10�3 1.103 � 10�1

0.1 4.14 � 10�3 2.97 � 10�2 � � � � � � � � � � � �

FIG. 10. Schematic diagram of a rising bubble.

TABLE VI. Relevant physical parameters and dimensionless values in the rising
bubble test.

Case Eo Re R (N=m)
q1

(kg=m3) l1 ðPa � sÞ
q2

(kg=m3)
l2

(Pa � s)
A 10 35 24.5 100 1 1000 10
B 125 1.96 1 0.1 1000 10
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1. Center of mass

yc ¼

ð
/>0

ydx
ð
/>0

1dx
; (62)

where y is the vertical coordinate value.

2. Rise velocity

Vc ¼

ð
/>0

vdx
ð
/>0

1dx
; (63)

where v is the y-component of the velocity u.

We consider two cases with various parameters as shown in
Table VI. With decrease in the interface width e, the results from
the present method converge and fit well with the reported data51,52

as in Figs. 11–13. Particularly, Fig. 11 exhibits the evolution of ris-
ing speed with time. For case A, the bubble rising speed reaches the
maximum and then gradually falls until a stable value; while for
case B, the bubble speed continues to decrease after reaching the
peak value. This is because the tail of the bubble gradually ruptures
for case B as displayed in Fig. 14. Figure 12 plots the history of the
position of the bubble’s center of mass. We observe that the results
from the present method agree well with the reference solution for
both case A and case B. Figure 13 is a comparison of the results of
the bubble shape and the literature at t¼ 3 s. The bubble shape of
the two calculation examples compares favorably with the litera-
ture. Figure 14 shows the change process of the bubble at different

FIG. 11. Comparison of the rising velocity Vc with benchmark solutions for the rising bubble for (a) case A and (b) case B.

FIG. 12. History of the center of mass position yc for (a) case A and (b) case B.
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FIG. 13. Shape of the rising bubble at time t¼ 3 for (a) case A and (b) case B.

FIG. 14. The shape of rising bubbles at different times for case B, time changes from (a) t¼ 0 to (h) t¼ 7. (a) t¼ 0. (b) t¼ 1. (c) t¼ 2. (d) t¼ 3. (e) t¼ 4. (f) t¼ 5. (g) t¼ 6. (h) t¼ 7.
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times for case B. The bubble gradually rises and small bubbles burst
at the tail.

B. Rayleigh–Taylor instability

The unsteady Rayleigh–Taylor instability problem is finally per-
formed to test the performance of the proposed method for computa-
tions with high Re, and thus cases at Re¼ 256 and Re¼ 3000 are
considered here. When a slight disturbance is applied at the two-phase
interface, the heavy fluid in the upper region will gradually invade the
lighter fluid in the lower region under the action of gravity, and the
disturbance at the interface develops and grows exponentially,
and eventually becomes chaotic. We follow the case setup in Refs. 53,
54, and 47, the computational domain has dimensions X ¼ ½0; L=2�
�½�2L; 2L�, which is resolved by 3200 quadrilateral elements (20 ele-
ments in the x-direction and 160 elements in the y-direction), and L
(100 m) is the characteristic length. The upper part of the computa-
tional domain contains the heavy fluid (q1 ¼ 3 kg=m3), and the lower
part contains the light fluid (q2 ¼ 1 kg=m3). A slight disturbance is
applied at the interface with disturbance function h ¼ �0:1 cos ð2pxÞ,
and the phase variable is initially distributed as follows:

/ t ¼ 0ð Þ ¼ tanh
1ffiffiffi
2

p
e

y � hð Þ
� �

: (64)

The initial velocity field is stationary. The surface tension is switched
off in the present test. No-slip conditions are applied for the upper and
lower boundaries, and slip conditions are imposed at the left and right
sides. Two dimensionless numbers are used in this test: the Reynolds
number Re ¼ q1LU=l1 and Atwood number At ¼ ðq1 � q2Þ=
ðq1 þ q2Þ, where l1 is the viscosity of the heavy fluid and U is the
characteristic velocity U ¼ ffiffiffiffiffi

gL
p

. The time is scaled by
ffiffiffiffiffiffiffiffi
L=g

p
.55 This

test considered the process of Rayleigh–Taylor instability under the
influence of two different parameters. We consider two cases with the
detailed parameter setting as given in Table VII.

TABLE VII. Relevant physical parameters and dimensionless values in the
Rayleigh–Taylor instability test.

Case Re At
q1

(kg=m3Þ l1 ðPa � sÞ
q2

(kg=m3Þ l2ðPa � sÞ
g

(m=s2)

A 256 0.5 3 300/256 1 300/256 0.01
B 3000 0.5 3 0.1 1 0.1 0.01

FIG. 15. Interfacial dynamics of the
Rayleigh–Taylor instability at different
times for the case of density ratio¼ 3 and
Re¼ 256. Time changes from (a) t¼ 0.5
to (j) t¼ 5 with 0.5 increment.

FIG. 16. The location of spike and bubble of Rayleigh–Taylor instability at different
times for the case A.
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Figure 15 demonstrates the evolution of the interface over time at
Re¼ 256 (case A). Under the influence of the initial interface distur-
bance and the gravitational effects, the heavy fluid falls down from the
left side and the light fluid climbs upward from the right side, forming
a spike and bubble, respectively. Figure 16 shows the positions of the
spikes and bubbles in the y-direction at different times. It can be seen
that the results obtained here are in good agreement with the reference
results by Wang et al.47 and He et al.56 Similarly, the interfacial
dynamics for case B with a density ratio 3 and Re¼ 3000 is shown in
Fig. 17. With time, the interface becomes more and more disordered.
Additionally, Fig. 18 compares the positions of the spike and bubble
from the proposed method with the published results, which exhibit

excellent agreements with the studies of Huang et al.,22 Tryggvason,57

and Guermond and Quartapelle.53

V. CONCLUSION

In this work, a spectral element-based phase field method is pro-
posed for two-phase flows with large fluid property contrast and at
high Re. We propose to use the Newton–Raphson method to resolve
the high-order nonlinear feature of the Cahn–Hilliard equation, and
the time-stepping scheme is applied for the Navier–Stokes equation to
improve the stability and convergence efficiency. Furthermore, the
interfacial force is represented by the continuum surface force model
to include contributions from the tangential component of the surface
tension, i.e., the Marangoni stress.

Numerical tests, including Zalesak’s disk rotation, reversed single
vortex flow, bubbles merging, thermocapillary flows in a heated micro-
channel, as well as rising bubble and Rayleigh–Taylor instability, are con-
ducted to systematically validate the proposed method in terms of the
interface capture accuracy and versatility for practical two-phase flows.
The proposed method appears to be much more accurate than the usual
second-order method and other high-order methods by quantitatively
referring to the analytical solutions, and the present method obeys mass
conservation better than the results reported in the literature. Tests with
more complex interfacial dynamics further prove its robustness for two-
phase flows with large density and viscosity contrast and at high Re.
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FIG. 17. Interfacial dynamics of the
Rayleigh–Taylor instability at different
times for the case of density ratio¼ 3 and
Re¼ 3000 [time changes from (a) t¼ 0.5
to (j) t¼ 5 with 0.5 increment].

FIG. 18. Location of the spike and bubble of the Rayleigh–Taylor instability at dif-
ferent times for case B.
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APPENDIX: SPECTRAL ELEMENT METHOD

We detail spatial discretization in the context of the spectral
element method. Consider the following two-dimensional Poisson-
type problem:

�r2uþ a x; yð Þu ¼ f x; yð Þ; X ¼ xa; xb½ � � ya; yb½ �;
ujC ¼ g1 x; yð Þ;
@u
@n

����
C

¼ g2 x; yð Þ;

8>>>><
>>>>:

(A1)

where u denotes an unknown function. aðx; yÞ, g1ðx; yÞ, g2ðx; yÞ,
and f ðx; yÞ are given functions, respectively, on the domain X or
along the boundary C. For aðx; yÞ ¼ 0 and f ðx; yÞ 6¼ 0, Eq. (A1) is
the Poisson equation. When aðx; yÞ 6¼ 0, Eq. (A1) is the Helmholtz
equation. The computational domain X is divided into Ne non-
overlapped elements Xi ¼ ½xi; xiþ1� � ½yi; yiþ1�. By the coordinate
transformation n ¼ 2 x�xi

xiþ1�xi
� 1 and g ¼ 2 y�yi

yiþ1�yi
� 1, the subdo-

mains Xi are mapped to a standard computation domain Xe:
½�1; 1� � ½�1; 1�. The function u and f in each element Xi are
expanded as follows:

ui n; gð Þ ¼
XNn

j¼0

XNg

k¼0

ui ni; gið Þhij nð Þhik gð Þ; (A2)

f i n; gð Þ ¼
XNn

j¼0

XNg

k¼0

f i ni; gið Þhij nð Þhik gð Þ; (A3)

where Nn-degree and Ng-degree Legendre polynomials are used,
respectively, in the x- and y-directions. uiðni; giÞ represents the
value of u on node ðni; giÞ. hjðniÞ and hkðgiÞ are polynomials with
corresponding to the Legend–Gauss–Lobatto points. A test function
q is defined in the polynomial space VN with the specified boundary
conditions of Eq. (A1). After multiplying Eq. (A1) by the conjugate
of q and integrating by parts in Xi, its Galerkin formation is
obtained: find u 2 H1

0ðXiÞ, such thatð
Xi

@u
@x

@�q
@x

dxdy þ
ð
Xi

@u
@y

@�q
@y

dxdy þ
ð
Xi
au�qdxdy

¼
ð
Xi
f �qdxdy þ

ð
Ci
g2�qdS; (A4)

where H1
0ðXiÞ is the Sobolev space. Let

qi n; gð Þ ¼
XNn

m¼0

XNg

n¼0

qi nm; gnð Þhim nð Þhin gð Þ: (A5)

Henceforth, uiðn; gÞ and f iðn; gÞ are abbreviated to ujk and fij
for convenience. According to Eqs. (A2)–(A5) and without consid-
ering the Neumann boundary conditions, we obtain the discrete lin-
ear equations in Xi as follows:

XNn

j¼0

XNg

k¼0

ujk Ajkmn þ aBjkmnð Þ ¼
XNn

j¼0

XNg

k¼0

fjkBjkmn; (A6)

where

Ajkmn ¼ AjmBkn þ BjmAkn; (A7)
Bjkmn ¼ BjmBkn; (A8)

Nx
jkmn ¼ NjmBkn; (A9)

Ny
jkmn ¼ BjmNkn; (A10)

Ajm ¼
ðxiþ1

xi

@hj nð Þ
@x

@hm nð Þ
@x

dx; (A11)

Akn ¼
ðyiþ1

yi

@hk gð Þ
@y

@hn gð Þ
@y

dy; (A12)

Bjm ¼
ðxiþ1

xi

hj nð Þhm nð Þdx; (A13)

Bkn ¼
ðyiþ1

yi

hk gð Þhn gð Þdy; (A14)

Njm ¼
ðxiþ1

xi

@hj nð Þ
@x

hm nð Þdx; (A15)

Nkn ¼
ðyiþ1

yi

@hk gð Þ
@y

hgnðgÞdy: (A16)

According to the finite element method,58 the global stiffness
matrix can be constructed by the element stiffness matrix resulting
from Eqs. (A6)–(A16). Finally, by solving the linear equations with
given boundary conditions, we can obtain the value on each node.
More information about the spectral element method can be found
in our previous paper59 or some reputed books.60–62
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