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Nomenclature

L = distance between hinge point of double-wedge model and
shock–shock interaction point, mm

R = nose radius of the test model, mm
T = translational–rotational temperature, K
Tv = vibrational temperature, K
Δ = shock standoff distance, mm
θ = polar angle measured from the stagnation line, deg
φ = polar angle measured from the symmetric axis of the

double-wedge model, deg

I. Introduction

H YPERVELOCITY flow refers to velocities in the range from a
few kilometers per second to some tens of kilometers per

second. Different from hypersonic flow, it is characterized by
extremely high velocity, and not just a high Mach number. Hyper-
velocity flow is always accompanied by strong thermochemical

nonequilibrium effects and high-temperature gas effects. In addition,
hypervelocity flow is a stage that reentry vehicles and planetary
probes must go through. To design such vehicles, a computational
fluid dynamics (CFD) technique plays an important role in deepening
the physical understanding of parametric effects, extrapolating the
experimental results to flow situations that are not available in wind
tunnels and reducing the design time and cost. Before being used in
design work, the techniquemust be validated against experimental or
flight data [1]. Accurate CFD simulations of hypervelocity flow
depend on a good knowledge of the chemical species present in the
hypervelocity flow, the thermochemical state, chemical processes
and reaction rates, energy levels of the radiating species, and the
spectral range and distribution of the radiation [2,3]. The shock
standoff distance is one of the most common parameters to validate
CFD codes. In the past few decades, plenty of experimental [4,5] and
theoretical [6–8] studies were conducted to investigate the shock
standoff distance. However, the experimental data in hypervelocity
flow are sparse [9]. Classic shock standoff distance data are the Lobb
sphere data, reporting the shock standoff distance for flow speeds
from 2.4 to 6.5 km∕s over a spherewith a diameter of 0.5 in. In 2014,
Zander et al. carried out experiments with diameters of 40, 60, and
80 mm at test flows of 8.7 and 9.7 km∕s to extend the data [9].
Experiments were also carried out in Large Energy National Shock
Tunnels facilities. Due to their relatively long test times, their results
mainly concentrated on heat flux and surface pressure measurements
[10–12]. To date, knowledge of the hypervelocity flow is far from
complete, and more validation data are needed to improve the accu-
racy of hypervelocity flow models implemented in CFD codes
[9,13–16].
The objective of this work is to conduct experiments with typical

models in hypervelocity flow. The results will contribute to deepen-
ing the understanding of the physics behind hypervelocity flow
processes and to extending the database for CFD validations. Toward
this goal, six test models [semisphere, semicylinder, double-cone,
double-wedge with different wedge angles, and the simplified Mars
Science Laboratory (MSL) entry vehicle models] were selected for
the experiments. Details of the shock wave locations, shock standoff
distance, shock–shock interaction characteristics, and radiation dis-
tribution are presented. In addition, preliminary numerical calcula-
tions were performed to try to explain radiation features.

II. Test Facilities and Flow Conditions

A. Expansion Tunnel

Experiments were performed in the JF-16 detonation-driven
expansion tunnel, which is capable of achieving freestream condi-
tions with velocities between 5.0 to 10.2 km∕s. The expansion tube
also has the benefit of using a variety of test gases, such as air on Earth
or gases present in the atmospheres of other planets. The facility
consists of six main parts (Fig. 1): the forward detonation cavity
detonation tube, the shock tube, the acceleration tube, the nozzle, the
test section, and the vacuum section [17]. The facility is driven by a
hydrogen/oxygen mixture filled in the detonation tube. The molar
ratio of the mixture is determined by the requirements of the
experiment.
The expansion tunnel is operated as follows. An igniter is installed

at the left end of the detonation tube to initiate forward-running
detonation directly. The scored steel primary diaphragm between
the detonation and the shock tube bursts after the arrival of the
detonation wave; at which time, a shock wave is launched into the
shock tube containing the test gas at low pressure. The high-pressure
shock accelerates through the second Mylar diaphragm into the
acceleration tube, where the test gas is further accelerated by an
unsteady expansion wave. The nozzle with an area ratio of 16
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enlarges the core flowfield at the nozzle exit to approximately

174 mm [18].

B. Flow Conditions

Because the effective test time is approximately tens of microsec-

onds, it is difficult to measure the test flow conditions. Numerical

methods are needed to calculate the flow parameters by simulating

the operation process of the expansion tunnel.

The detonation tube is filled with hydrogen and oxygen at a

pressure of 1.0 MPa, whereas the shock tube and the acceleration

tube are vacuumized to 3000 and 20 Pa, respectively. Piezoelectric

sensors are flush mounted along the shock tube and the acceleration

tube to record the static pressure histories and shock arrival time. The

shock speed is then obtained using the time-of-flight method. Know-

ing the initial fill pressure and the measured shock speed, parameters

behind the primary shock wave in the shock tube can be obtained by

solving shock wave relations. These parameters were further used as

initial numerical condition to determine test flow parameters by

assuming thermal equilibrium air. More details of the numerical

method can be found in Ref. [19]. For the present study, the test

gas used is air. Table 1 lists the calculated flowfield conditions.

C. Instrumentation

The measurement is based on the assumption that the radiation

layer observed around the model approximately equals the shock

layer [9,20]. In the experiments, a SA4 high-speed color camera takes

images from the flow in the test section. At an imaging frame rate of

30,000 frames per second (33 μs interframe time), each image has a

charge-coupled device resolution of 320 × 260 pixels. The exposure
time is set to be 1 μs. The spatial dimensions are calibrated by

imaging a ruled grid placed in the object plane.

D. Test Model

To validate the CFD solutions, reliable data of simple geometries

are more valuable. Previous studies showed that the blunt-body,

double-cone, and double-wedge configurations are sensitive to

thermochemical processes in the flow [5,21]. The six test models

(semisphere, semicylinder, double-cone, doublewedgewith different

wedge angles, and simplified MSL entry vehicle models) were used

in this set of experiments. Detailed model dimensions are given in

Fig. 2. The spanwidth of the semicylinder and double-wedgemodels

is 50 mm. The test model was positioned in the test section, 10 mm

downstream of the nozzle exit. The nominal angle of attack is 0 deg.

E. Image Processing Method

As the primary goal of this work is to provide data for numerical

verification, an image processing algorithm is implemented to extract

the shock locations from the images obtained by the high-speed

camera. The algorithm assumes that the maximum of the intensity

gradient corresponds to the shock location because the flow behind

the shock is highly luminous. The processing steps are as follows:
1) Extract a row of the image.
2) Calculate the first derivative of the grayscale.
3) Find the location of the maximum derivative.
4) Repeat these steps for each row of the image.

Figure 3 shows a typical processing result. The uncertainty of

the shock wave location obtained by this method depends on

the spatial resolution. In the experiments, the uncertainties are

�0.28 mm, �0.29 mm, �0.285 mm, �0.315 mm, �0.28 mm,

and �0.285 mm for the semisphere, semicylinder, MSL, double-

cone, 15–35 deg ∕45 deg double-wedge, and 15–45 deg ∕55 deg
double–wedge models, respectively.

Because the luminosity of hypervelocity flow is intense, the

determination of the location of the model is more complicated.

The stagnation region of the model is often obscured by the three-

dimensional nature of the flow [9]. To overcome this problem, an

image of the test model illuminated using a planar light source was

acquired before each experiment. The aforementioned algorithmwas

modified to find the minimum of the intensity gradient to profile the

Fig. 1 Schematic of the detonation-driven expansion tunnel: JF-16.

Table 1 Calculated flowfield conditions for the
current experiments

Parameter Value

Velocity, m∕s 7907

Pressure, Pa 195
Temperature, K 956
Density, kg∕m3 0.0006

Mach number 12
Species mole fractions
Nitrogen (N2) 0.68199

Oxygen (O2) 0.05156

Nitric oxide (NO) 0.02562
Oxygen atom (O) 0.24083
Nitrogen atom (N) 0.0

a) b) c) d) e) f)
Fig. 2 Test models: a) semisphere, b) semicylinder, c) double-cone, d) double-wedge with second wedge angles of 35 and 45 deg, e) double-wedge with
second wedge angle of 45 and 55 deg, and f) simplified MSL entry vehicle models. All dimensions are in millimeters.
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model. To ensure that the model had not been displaced during the
experiment, an image was also acquired just after the experiment. By
comparing the processed results, we confirmed that no displacement
of the model support system occurred during test time. This allowed

the shock wave and model locations to be used for further analysis.
The model fixing and model sting were sufficiently stiff so that no
bending occurred during the run.

III. Results and Discussions

A. Shock Shape

1. Semisphere

Images of the flowfield evolution over the semisphere model are
presented in Fig. 4a. The time interval between successive frames is
33 μs, and the exposure time is 1 μs. The flow in the image is from
left to right. Detached shock waves are evident in the images. The
image processing algorithm described previously was used to extract
the shock and model locations: the results of which are shown in
Fig. 4b. The normalized shock standoff distance (Δ∕R) is derived
from the shock and model locations. In Fig. 4c, the shock shape is
presented in the form of a normalized shock standoff distance as a
function of the polar angle measured from the stagnation line. We
found the following:
1) The shock standoff distance gradually decreases during the

process in which the flowfield is established, and then it remains
constant for a period of time before declining further. This means that
the time taken to reach the quasi-steady state for this model is less
than 33 μs, and the effective test time for this condition is less
than 99 μs.

Fig. 3 Typical result of the imaging processing algorithm (inset: image
of the shock produced by the semicylindermodel). Blue line indicates row

selected for processing.

b)

a)

c)

Fig. 4 Representations of a) evolution of visible shock layer over semisphere model, b) extracted shock and model locations, and c) normalized shock
standoff distance versus polar angle as measured from stagnation line.
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2) During the effective test time, the normalized shock standoff
distance along the stagnation line is 9.69%. With increasing polar
angle Θ, the normalized shock standoff distance increases. When Θ
equals 82 deg, the normalized shock standoff distance is about 33%.

2. Semicylinder

The same experiment was performed with the semicylinder as the

test model. The raw data of the evolution of the flowfield over the

semicylinder model and the corresponding extracted shock and

model locations can be found in Ref. [18]. The normalized standoff

distance was also calculated and plotted in Fig. 5. The experimental

results show the same trend as for Fig. 4. Quantitatively, the normal-

ized shock standoff distance along the stagnation line is 17.96%

during the effective test time. The shock standoff distance increases

roughly 2.6 times when the polar angle is increased to 80 deg. The

experimental results of both semisphere and semicylinder testmodels

indicate that the shock shape is more sensitive to the flow states.

Changes in the normalized shock standoff distance far from the

stagnation point are more significant as compared with those near

the stagnation point. Hence, it is more efficient and accurate to

evaluate the CFD computation results using the whole shock shape.

3. Double Cone

High-speed imaging data of the double-cone model are presented
in Fig. 6a. The first cone is not easy to observe in the image because of
the relatively low temperature in the shock layer. The bright area
corresponds to the shock layer formed over the second cone. Shock
and model locations are extracted in a similar manner to the semi-
sphere model; see Fig. 6b. During the flow establishment process,
the shock wave angle decreases. Based on the least-squares method,
the data are further used to fit the wave angle. Table 2 shows the
calculated results. From the 95% confidence bounds, the maximum
uncertainty of the fitted angles is �1.2 deg. The distribution of the
results is within the uncertainties of the fitting; therefore, it is difficult
to estimate whether there is a shock oscillation.
The measured results of the semisphere and semicylinder show

that the uniform flowfield is already terminated by the fourth image
captured. However, the measured shock angle of the double cone
features a slight variation. This indicates that, as compared with the
semisphere and semicylinder models, the double-cone model is less
sensitive to flow conditions. The intrinsic reason is the relatively low
temperature of the shock layer. Therefore, under the same flow
conditions, the calculation results from the blunt-body model are
better in assessing the calculation accuracy of the CFD.

4. Mars Science Laboratory Model

A sequence of images of the flowfield over the simplified MSL
model and the corresponding extracted shock locations is presented
in Fig. 7. The results indicate clearly that the shock wave is relatively
stable and the normalized shock standoff distance along the stagna-
tion line is 9.59%. Different from the experimental results of other
models, the bright areas in the images taken by the high-speed camera
increase with the test time.

B. Shock–Shock Interaction

Two double-wedge models, a 15–35 deg ∕45 deg double-wedge
model and a 15–45 deg ∕55 deg double-wedge model, were

Fig. 5 Variation of normalized shock standoff distance of semicylinder
with polar angle measured from stagnation line.

µs
µs
µs

µs

t=33 µst=0 µs

t=99 µst=66 µs

b)a)
Fig. 6 Representations of a) evolution of flowfield around double-cone model, and b) extracted shock and model locations.

Table 2 Calculated shock angle

Shock angle, deg.

Time, μs Upper surface Lower surface

0 62.2 70.2
33 61.1 61.4
66 62.1 61.0
99 61.9 60.9
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b)a)
Fig. 7 Representations of a) evolution of flowfield over simplified MSL model, and b) extracted shock and model locations.

b)a)

t=0 µs t=33 µs

t=66 µs t=99 µs

Fig. 8 Representations of a) evolution of flowfield around a double wedge with second wedge angles of 35 and 45 deg, and b) extracted shock andmodel
locations.

a) b)

Fig. 9 Representations of a) evolution of flowfield over double wedge with second wedge angles of 45 and 55 deg, and b) extracted shock andmodel locations.
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selected to investigate the shock–shock interaction. Figures 8 and 9
present the experimental and quantitatively extracted results for these
twomodels. Only the shockwave positions around the secondwedge
are given because the radiation from the first wedge is relatively
weak. The flow over a double-wedgemodel (Fig. 10) is characterized
by three shocks (oblique shock, separation shock, and bow shock),
which can fortunately be identified in the experimental images. We
therefore performed a quantitative analysis of the shock structure.
The interaction points of the oblique shock and the separation shock
and triple point, labeled as A and B in Fig. 10, were extracted. Due to
the limited image resolution, the determination by eye seems to be the
most reliable way to extract the positions of points A and B. The
variations in the derived length L and angle φ of lines OA and OB
with the second wedge angle are listed in Table 3. The influence of
increasing the second wedge angle is summarized in the following:
1) Both φOA and φOB increase.
2) Thevalue of the secondwedge angle has a larger impact onφOA;

increasing the second wedge angle from 35 to 55 deg increases φOA

and φOB by 1.95 and 1.43 times, respectively.

3) The interaction points (A and B) both move upstream. More-
over, point A moves from downstream to upstream of hinge point O
because φOA is greater than 90 deg, whereas point B retains down-
stream.
4) BothLOA andLOB decrease, implying that the shock interaction

point A and triple point B approach the model surface.
5) The shock wave around the second wedge changes from a

straight oblique shock to a curved shock.

C. Radiation Intensity Distribution

The images taken at 66 μs were further analyzed to study the
characteristics of the radiation intensity distribution. Figure 11
presents various intensity contours. Characteristic for all test models,
the radiation contours display a self-similar structure. Moreover, the
radiation intensity downstreamof the shock layer decreases gradually.
Higher temperatures lead to stronger radiation. But, we do not

think it is justifiable to explain the experimental results by this
correlation. Therefore, CFD calculations were performed using the
CFD�� code from Metacomp Technologies, Inc., to guide the
analysis of the experimental phenomenon. The calculation settings
are as follows:
1) For the equation set, laminar compressible real-gas Navier–

Stokes equations were used.
2) For the thermochemical model, seven species (N2, O2, NO, N,

O, Nitrogen oxide ion (NO�), and electron (e−)) were considered.
The two-temperature model of Park [22] was used to determine the
reaction rate coefficients. The chemical reactions considered are
listed in Table 4.
3) For the boundary condition, no-slip and constant temperature

(298 K) conditions were applied at the wall.
4) For the numerical algorithms, the backward Euler implicit

method and the total variation diminishing method were used for
time integration and spatial discretization, respectively.

Fig. 10 Schematic of the flow over a double-wedge model and defini-
tions of symbols used in the quantitative analysis.

Table 3 Extracted results of the shock–shock interaction

Wedge angle, deg φOA, deg φOB, deg LOA, mm LOB, mm

35 69.4 48.4 4.8 13.4
45 104.0 60.3 2.3 9.0
55 135.0 69.4 1.6 4.9

a) b) c)

d) e) f)
Fig. 11 Extracted radiation intensity contours from experimental images taken at 66 μs: a) semisphere, b) semicylinder, c) double cone, d) simplified
MSL model, e) double wedge with second wedge angles of 35 and 45 deg, and f) double wedge with second wedge angles of 45 and 55 deg.

Table 4 Chemical reactions considered

Reaction no. Reaction

1 N2 �M ↔ 2N�M

2 O2 �M ↔ 2O�M

3 NO�M ↔ N� O�M

4 NO� O ↔ O2 � N

5 N2 � O ↔ NO� N

6 N� O ↔ NO� � e−
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5) For the grid, from symmetry, only half of the geometry was
modeled for the nominal angle of attack of zero design. The grid
number was 151 × 341 for the 15–45 deg double-wedge model and
201 × 301 for the semicylinder model. All the grids were constructed
with a wall-normal spacing of 10 μm at the body surface; the hyper-
bolic tangent function was selected to control grid point spacings in
the normal direction.
The calculation results are in part presented in Figs. 12 and 13. The

calculated shock standoff distance of the semicylinder is 5.56 mm,
whereas the experimental result is 4.60 mm. This deviation could be
attributed to the radiation, which was not considered in the numerical
simulation. Although the calculated shock structure is slightly differ-
ent from the experiment results, we think it is helpful to explain
radiation features qualitatively as a guide for the next step in the
analysis. Comparedwith Figs. 11–13, the radiation intensity contours
are very similar to those ofNO� and e−. Hence, the radiation process
is related to the chemical reaction of charged particles. Further studies
are needed to reveal details of the radiation mechanism.

IV. Conclusions

To extend the validation database of hypervelocity flow, experi-
ments were performed in the JF-16 detonation-driven expansion
tunnel. Details of the shock wave locations, shock standoff distance,
shock–shock interaction characteristics, and radiation distributions
were given. The experimental results also suggested the following:
1) The normalized shock shape downstream of the stagnation

region is more sensitive to the flow condition than the normalized
shock standoff distance at the stagnation point. Therefore, it is more
efficient and accurate to evaluate the accuracy of the CFD results by
comparing the whole shock shape.
2) For the same flow conditions, the numerical results of the blunt-

body model can better assess the accuracy of the CFD simulation.
3) For the double–wedge model, increasing the second wedge

anglemoves the shock interaction point and the triple point upstream,
and it draws the points nearer to the model surface.
4) The radiation intensity contours have a self-similar structure,

and the radiation intensity downstream of the shock layer decreases
gradually.
5) Preliminary simulation results showed that the radiation process

was related to the chemical reactions of charged particles.
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