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We investigate the structure and physical properties of the undoped bilayer silicene through first-

principles calculations and find the system is intrinsically metallic with sizable pocket Fermi surfaces.

When realistic electron-electron interaction turns on, the system is identified as a chiral dþ id0

topological superconductor mediated by the strong spin fluctuation on the border of the antiferromagnetic

spin density wave order. Moreover, the tunable Fermi pocket area via strain makes it possible to adjust the

spin density wave critical interaction strength near the real one and enables a high superconducting critical

temperature.
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Introduction.—The chiral superconductivity (SC) is a
special kind of topological SC characterized by time rever-
sal symmetry breaking [1]. In the past few years, a surge of
theoretical proposals has been raised on the experimental
realization of this kind of unconventional SC, including
such examples as the triplet px � ipy (pþ ip0) pairing

[2,3] and the singlet dx2�y2 � idxy (dþ id0) pairing

[4–9]. While the former has probably been realized in the
Sr2RuO4 system [10], the recent proposals [7–9] on the
realization of the latter in the doped graphene system have
aroused great research interests. As a result of its nontrivial
topological property, the dþ id0 pairing state will bring a
series of interesting experimental consequences such as
quantized boundary current [4], spontaneous magnetiza-
tion [4,6], and quantized spin and thermal Hall conduc-
tance [6]. More interestingly, when realistic Rashba
spin-orbital coupling is added to the system, a Majorana
fermion would appear at the edge when tuning a Zeeman
field [11]. While the experimental realization of this intri-
guing pairing state in the system may possibly suffer from
such difficulty as disorders induced by doping, here we
predict the realization of it in another system, i.e., the
undoped bilayer silicene (BLS), which can avoid such
difficulty.

Silicene, considered as the silicon-based counterpart of
graphene, has attracted much attention both theoretically
and experimentally [12–21]. On the one hand, similar
honeycomb lattice structures of the two systems let them
share most of their marvelous physical properties, espe-
cially the gapless Dirac fermions at the Brillouin-zone
corner. On the other hand, due to the noncoplanar low-
buckled (LB) geometry in silicene, the effective first-order
spin-orbital coupling results in the quantum spin Hall
effect, which can be observed in an experimentally
accessible temperature regime [13]. Moreover, when the
exchange field and external perpendicular electric field are

added, the quantum anomalous Hall and valley polarized
quantum Hall effect can be induced [15]. Just like bilayer
graphene (BLG), silicene can also take the form of its
bilayer version, which has recently been synthesized
[18]. However, due to the LB structure of each silicene
layer, there are actually more stacking ways between the
two layers in the BLS than in the BLG. Therefore, it is
important to study the stacking structure between the
silicene bilayer and the corresponding exotic physical
properties of the BLS system.
In this Letter, we first identify the optimized crystal

structure and the corresponding electronic band structure
of the BLS through first-principles (FP) calculations. As a
result, we find that the band structure of the undoped
system is intrinsically metallic with sizable Fermi pockets,
whose area is tunable via strain, which opens the door to
the formation of a superconducting state. Our further
random-phase-approximation (RPA) based study of the
system reveals that the ground state of the system is a
chiral dþ id0 pairing state, when the realistic Hubbard
interaction turns on. This superconducting pairing is me-
diated by antiferromagnetic spin fluctuation on the border
of the collinear spin density wave (SDW) order identified.
Furthermore, when the SDW critical interaction strength is
tuned near that of the real one via strain, the superconduct-
ing critical temperature can be high. The exotic chiral dþ
id0 SC in the BLS can thus be manipulated via strain,
which opens prospects for both studying the unconven-
tional topological SC in the new playground and for appli-
cations in silicon-based electronics.
Crystal and band structure.—The crystal and electronic

band structures of the BLS reported below are obtained
through our FP calculations based on the density functional
theory (DFT). The electronic band structure of the system
is obtained self-consistently by using the projector aug-
mented wave pseudopotential method implemented in the
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VASP package [22]. The exchange-correlation potential is

treated by the Perdew-Burke-Ernzerhof potential [23].
As a consequence of the LB structure of each silicene

layer, there are actually four stacking ways (see the
Supplemental Material, note I [24]) between the upper
and lower layers in the system. Our FP calculations reveal
that two of them are stable, among which the energetically
favored one (named the AB-bt structure) is shown in
Fig. 1(a), and the corresponding phonon spectrum [25] is
shown in Fig. 1(b).

From Fig. 1(a), the bottom (A1 sublattice) of the upper
silicene layer couples with the top (A2 sublattice) of the

lower layer vertically with a bond length lv ¼ 2:53 �A,
while the two sublattices (A and B) within a layer couple

with a bond length ln ¼ 2:32 �A. Approximately equal
bond lengths, together with the bond angle � ¼ 106:60�
between the two bonds describe an orbital hybridization
more like the sp3 type (with bond angle � ¼ 109:47�) than
the planar sp2 type. From Fig. 1(b), the phonon frequen-
cies obtained are real at all momenta, which suggests a
stable structure. The energy of this configuration is
�19:65 eV per unit cell, lower than that of the configura-
tion studied in the literature [26], which is �19:51 eV per
unit cell. It is noting here that the symmetry group of the
system is D3d.

The band structure of the BLS with the AB-bt stacking
way is shown in Fig. 2(a) (left), together with its low
energy zooming in (right). The most obvious feature of
this band structure is the 300 meV overlap between the
valence band and the conduction band, much larger than
the 1.6 meV in the BLG and the 40 meV in the graphite
[27,28]. Another important feature is the band crossings
present not only at the K points, but also on the K-� axes
with an energy difference between them. Such band cross-
ings result in a three-folded symmetric pocket Fermi sur-
face (FS) structure surrounding each K point, as shown in
Fig. 2(b), where the central electron pocket is accompanied
by three identical outer hole pockets with equal total area.
Here, only the FS patches around one K point are present.
The other patches can be obtained by six-folded rotations

around the � point, as required by the D3d symmetry and
the time reversal invariant of the system.
To proceed, we construct the following effective

four-band tight-binding (TB) model in the basis
fjB1i; jB2i; jA1i; jA2ig, which well captures all the low
energy features of the above band structure near the FS
[compared with FP results in Fig. 2(a)],

HðkÞ ¼

� t3fðkÞ tnfðkÞ� �t2fðkÞ�
t3fðkÞ� � �t2fðkÞ tnfðkÞ
tnfðkÞ �t2fðkÞ� 0 t

�t2fðkÞ tnfðkÞ� t 0

0
BBBBB@

1
CCCCCA:

(1)

Here, Ai, Bi (i ¼ 1; 2) represent the basis mainly composed
of the 3pz orbitals localized around each of the four silicon
atoms within a unit cell. The hopping integrals tn, t, t2, and
t3 between each two orbitals are marked in Fig. 1(a).
The phase factor fðkÞ is P�e

ik�R� , with R� (� ¼ 1; 2; 3)
to be the nearest-neighbor vector. Finally, notice the small
effective on-site energy difference � between the A and B
atoms. The fitted parameters of the system in comparison
with those of the BLG are listed in Ref. [29], from which
the most obvious feature of the BLS lies in the dominating
role of the vertical interlayer hopping t. The resulting
strong bonding-antibonding energy split between the A1

and A2 orbitals pushes them far away from the Fermi level,
leaving the B1 and B2 orbitals to form a low energy
subspace which takes responsibility for the main physics
of the system.
It is important to point out here that the low energy band

structure of the system is considerably sensitive to biaxial
strains. As shown in Fig. 4(a), for small strains which keep
the symmetry and FS topology of the system, the total
area of the electron or hole pockets feels a considerable
variation. This tunable property of the band structure turns
out to be very important for our following discussions.
Model and free susceptibility.—Let us consider the

following four-band Hubbard-model of the system:
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FIG. 1 (color online). (a) Optimized geometry of the BLS.
(b) The corresponding phonon spectrum. In (a), both the top
view (left) and side view (right) are shown. The vertical bond
length lv, the intralayer nearest neighbor bond length ln, and the
angle � between them are marked, together with the hopping
integrals between each two of the four atoms Ai, Bi (i ¼ 1; 2)
within a unit cell.
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FIG. 2 (color online). (a) The band structure of BLS corre-
sponding to the optimized lattice structure shown in Fig. 1(a).
(b) The FS patches around the K point. In (a), the zooming in
low energy band (right) is also shown, where the tight-binding
(TB) model (red scatters) is compared with the FP results (blue
solid line). In (b), the central pocket (red) is electronlike and the
outer three identical pockets (green) are holelike, with the total
areas of the two kinds of pockets equal.
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H ¼ X
k�;��

cyk��H��ðkÞck�� þU
X

i;�¼1;4

ni�"ni�#; (2)

where HðkÞ is defined by Eq. (1), i and � (�) denote the
unit cell and orbital indices, respectively. Noticing that
the electron-electron interaction has been included in the
mean-field level in our DFT calculation, the explicit inclu-
sion of the Hubbard repulsion here would lead to a slight
renormalization of the TB parameters. However, such a
slight parameter renormalization would not qualitatively
change the main physics here.

The free susceptibility �ð0Þl1;l2
l3;l4

ðq; i!nÞ (forU ¼ 0) of the

model is given in the Supplemental Material, note II [24],
and the k-dependent static susceptibility of the system
defined by the largest eigenvalue of the susceptibility

matrix �ð0Þ
l;mðqÞ � �ð0Þl;l

m;m ðq; i� ¼ 0Þ is shown in Fig. 3(a),

which displays a distribution centering around the � point.
Note that the susceptibility peak at the � point only
suggests the same repeating pattern from one unit cell to
another and within one single unit cell there can be anti-
ferromagnetic structure, as introduced below.

SDW and SC.—When the Hubbard interaction turns on,
the standard multiorbital RPA [30–32] (see also the
Supplemental Material, note II [24]) approach is adopted

in our study. The spin [�ðsÞ] or charge [�ðcÞ] susceptibilities
in the RPA level are defined in the Supplemental Material,
note II [24], and it is clear that the repulsive Hubbard

interaction suppresses �ðcÞ (hence, charge density wave

instability) and enhances �ðsÞ (hence, SDW instability).
When the interaction strength U is enhanced to a critical
valueUc, the spin susceptibility of themodel diverges, which
implies the instability toward long-range SDW order. The
ordered spin structure of this bilayer system determined by

the eigenvector of the spin susceptibility matrix �ðsÞ
l;mðqÞ �

�ðsÞl;l
m;m ðq; i� ¼ 0Þ corresponding to its largest eigenvalue is

shown in Fig. 3(b), from which one finds an antiferromag-
netic state with antiparallelly aligned spin patterns within a
unit cell. The orderedmoments are mainly distributed on the
Bi (i ¼ 1; 2) atoms which take responsibility for the low

energy physics of the system. It is noting here that with
the enhancement of the strain and hence the Fermi pocket
area, the SDW critical value Uc feels an obvious variation
from the 1.48 eV at zero strain to the 1.18 eV at the strain
of 0.06. Such a range is probably realizable for the Hubbard
U of the 3pz orbitals of the silicon atoms.
When the Hubbard U is near but lower than Uc, the

antiferromagnetic spin fluctuation is strong in the system.
Through exchanging such antiferromagnetic spin fluctua-
tions between each Cooper pair, unconventional chiral
dþ id0 SC emerges in the BLS system.
The effective interaction obtained in the RPA level

generated through exchanging spin susceptibility is Veff ¼P
��;kk0V��ðk;k0Þcy�ðkÞcy�ð�kÞc�ð�k0Þc�ðk0Þ (see the

Supplemental Material, note II [24]), from which one
obtains the following linearized gap equation [32] near Tc,

� 1

ð2�Þ2
X
�

I
FS

dk0k
V��ðk;k0Þ
v�
Fðk0Þ ��ðk0Þ ¼ ���ðkÞ: (3)

Here, the integration is along the �th FS patch. The v�
Fðk0Þ

is the Fermi velocity, and k0k represents the component

along the FS. Diagonalizing this eigenvalue problem, one
obtains the largest eigenvalue �, which is related to the Tc

of the system through Tc ¼ 1:13@!De
�1=�, and the corre-

sponding eigenvector ��ðkÞ which determines the leading
pairing symmetry of the system. Here, @!D is a typical
energy scale for the spin fluctuation approximated as the
low energy bandwidth, i.e., @!D � 300 meV.
Our RPA calculations on the BLS identify exactly

degenerate dxy and dx2�y2 doublets as the leading pairing

symmetries of the system for U <Uc at all strain values,
which is robust against small doping (see the Supplemental
Material, note III [24]), as can be induced by the support-
ing substrate [33]. Both symmetries are singlet with nodal
gap functions. While the dx2�y2 shown in Fig. 4(c) is

antisymmetric about the axis x ¼ �y in the reciprocal
space, the dxy shown in the Supplemental Material,

note III [24] is symmetric about them. The two gap func-
tions form a 2D Eg representation of theD3d point group of

the system. For both symmetries, two gap nodes are
present on each Fermi pocket.
Since the two d-wave pairing symmetries are degenerate

here in the quadratic level of the Ginsberg-Landau free
energy, they would generally be superposed [9] as �ðkÞ ¼
�1�d

x2�y2
ðkÞ þ �2�dxyðkÞ to further lower the energy up

to higher levels. Our energy optimization on the effective
Hamiltonian Heff ¼ Hband þ Veff yields �2 ¼ i�1, which
just leads to the long-sought nodeless chiral dþ id0 SC.
This superposition manner between the two d-wave
symmetries satisfies the requirement that the gap nodes
should avoid the FS to lower the energy. With intrinsically
complex gap function, this pairing breaks time reversal
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FIG. 3 (color online). (a) k dependence of the free static
susceptibility. (b) The SDW ordered spin pattern within a
unit cell.
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symmetry and will bring a lot of exotic properties. It is a
singlet analogy of the extensively studied pþ ip0 SC.

The U dependence of the eigenvalue � of Eq. (3), which
is related to Tc, is shown in Fig. 4(b) for different strains.
Clearly, Tc increases with the Hubbard U and rises
promptly at U=Uc & 1 as a result of the strongly enhanced
antiferromagnetic spin fluctuation near the critical point.
Since Uc is tunable via strain, as shown in Fig. 4(a), the
ratio U=Uc varies within a range which provides basis for
the realization of the relation U=Uc & 1 which is crucial
for the high Tc of the system. For example, for � � 0:3
attainable by different strains shown in Fig. 4(b), the Tc

obtained can be as high as 80 K, although it is usually
overestimated in the RPA level. For real material, whether
high Tc can be acquired is determined by how near U=Uc

can be tuned to 1.
Our RPA calculations for the system also identify a pos-

sible nodeless f-wave pairing to be the leading symmetry in
the triplet channel, consistent with Ref. [34]. This pairing
also breaks time reversal symmetry and the gap function
changes sign with every 60� rotation, which belongs to the
A1u representation of D3d (see the Supplemental Material,
note III [24]). However, its Tc is much lower than that of the
dþ id0 pairing. Note that there are also discussions on the

competition among various superconducting symmetries
in graphene [35].
The dþ id0 pairing symmetry obtained here is reliable,

as it is based on the weak coupling RPA approach. As for
the superconducting critical temperature Tc, the RPA
approach generally overestimates Tc near the critical point.
Thus, the Tc in real material might be lower than that
estimated here. How to calculate the Tc accurately remains
an open question. What is more, the coexistence between
the SDWorder and SC is also possible in the system, which
is beyond the present framework. Furthermore, other types
of many-body ordered states discussed in the BLG [36]
are also possible here. Further studies are needed for such
purposes.
Conclusion.—We have performed a FP calculation

on the BLS. Through energy optimization, we identified
a D3d symmetric stacking structure for the system. The
band structure corresponding to this crystal structure was
intrinsically metallic, with Fermi pockets around each K
point whose areas were tunable via strain. Further RPA-
based studies predicted a chiral dþ id0 superconducting
ground state of the system for realistic electron-electron
interactions. The superconducting critical temperature of
this spin-fluctuation mediated SC was well tunable via
strain, which could be high when the SDW critical inter-
action strength was tuned near that of the real one. The
realization of the chiral dþ id0 SC in the BLS predicted
here will not only provide a new playground for the study
of the topological SC, but also bring a new epoch to the
familiar Si industry.
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